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FOREWARD

The proceedings and papers that comprise this report have been prepared as part
of Project Z0107-PN.05, Personnel Performance Capabilities, the purpose of which

is to develop more effective methods of measuring personnel performance in the

Navy's operational environment. It is felt that the symposium--entitled,
"Productivity Enhancement: Personnel Performance Assessment in Navy Systems,"
to be held 12-14 October 1977--will contribute materially to the goal of this
project by bringing together specialists from the three military services and

from the civilian sector to review the status of performance measurement meth-
odology and to recommend further research in this area. The opinions expressed
in these papers are those of the authors and do not necessarily represent the
views of the Navy Personnel Research and Development Center or the U.S. Navy.

Many individuals have contributed to the preparation of this Proceedings and
to completing the countless details associated with this technical Symposium.
We wish in particular to thank the clerical staff of the NPRDC Design of

Manned Systems Program: Ms. Evelyn Wilson, Ms. Carolyn Shaw, and Mr. Stephen
Eastburn.
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INTRODUCTION

Louis T. Pope
Navy Personnel Research and Development Center

San Diego, California

The ability to measure personnel performance validly and reliably is central
to the program goals of the Navy Personnel Research and Development Center and,
indeed, to all research organizations dedicated to improving man-machine rela-

tionships in military systems. It is only a slight exaggeration to say that a
phenomenon that cannot be measured adequately cannot be improved (or at least
deliberately improved). Hence the need to develop more effective means of
assessing personnel performance, particularly in the context of the operational
environment (i.e., at sea and on shore in the performance of mission-related
tasks). As the Navy's technological sophistication increases, the complexity
of these tasks also increases and makes performance measurement more difficult.

Personnel performance assessment is involved in many aspects of Navy missions:
(1) in the selection of appropriate personnel for demanding jobs, (2) in the
test and evaluation of new weapons and their support systems, (3) in the deter-
mination of ship operational readiness for combat, and (4) in the assessment of
individual capability for assignment and promotion. The methodology presently
employed in these assessments demands considerable improvement because it rests
too heavily on a subjective 'expertise" that is all too often neither expert
nor methodologically sound.

The emphasis in this symposium has been on the context that presents the
greatest difficulty for measurement, that of individuals and crews performing
complex tasks in operational missions. Papers and workshops illustrating the
need for and value of performance measurement in the enhancement of productivity
have also been included.

The purpose of the presentations is to help:

1. To determine the status of existing techniques and present and propose
research on personnel performance measurement.

2. To facilitate the exchange of information on these topics between
researchers and operational personnel.

3. To stimulate the generation of new approaches in setting goals and in
making plans for personnel performance research.

It is entirely appropriate that the three services are represented in this
symposium because all of them face similar measurement problems. It is also
appropriate that the civilian community is represented because it is deeply
involved in research to help solve these problems.

The Navy Personnel Research and Development Center is indebted to the many
researchers who agreed to present papers, and to RADM William R. Smedberg and
Ms. Mitzi Wertheim for their continuing support. We must also extend our
appreciation to the attendees who, by their active participation in the sym-
posium's discussions, are ensuring continued progress in improving personnel
performance assessment methodology.
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WHAT DOES PERFORMANCE MEASUREMENT MEAN?

Edwin A. Fleishmen and Jerrold M. Levine
Advanced Research Resources Organization

Silver Spring, Maryland

ABSTRACT

A general introduction to performance measurement is pre-
sented which centers around the answer to two key questions:
How do we know what to measure? How do we generalize what
we already know?

With regard to the first question, issues dealing with tax-
onomies or classification systems are discussed, types of
categorization systems previously examined are reviewed, and
criteria for evaluating these systems are suggested. Other

complexities and factors to be considered at the beginning
of the process of measuring performance in systems are also
pointed out.

With regard to the second question, the need for, uses of,
and techniques for development of a human performance data
base are discussed. This is viewed as an end point in the
measurement process which allows for the integration of
empirical data across studies in order to predict perform-
ance on new systems as they are developed. The use of com-
puterized information retrieval systems for storing and
accessing this data base is also discussed.

13
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AIRCREW PERFORMANCE MEASUREMENT

Donald Vreuls and Lee Wooldridge
Canyon Research Group, Inc.

Westlake Village, California

ABSTRACT

Air crew performance measurement is described in terms of
the aircrew environment, an approach to measurement develop-
ment, and future research needs. A global view of the air-
crew environment barely touches a few of the variables and
considerations involved in the training process, the aircraft
and weapon system environment, and the operational environment.
One approach to measurement development is used to examine
some of the considerations, progress, and methodological
issues in selected areas of analysis for measurement, mea-
surement system design, data collection, measure selection
techniques, and product and system effectiveness testing.
Future research needs for more empirical data, better ana-
lytic methods, measurement standardization, and personnel
are highlighted. Aircrew performance measurement has come
a long way in the past several years, but there is much
more to do if we are going to be fully responsive to
growing needs.

INTRODUCTION

The role of measurement is to provide information needed to guide decisions by
policy makers, technology managers, engineers, scientists, procurement managers,
training managers, instructors, and operational commanders. The decisions being
made directly affect training and operational systems effectiveness. The right
kind of human performance data can be used to guide decisions about doctrine,
strategy, tactics, crew-machine function allocation, control-display design,
personnel selection, training, training device and curriculum design, skill
maintenance, and operational readiness. Although there are some isolated ex-
ceptions, there is a general lack of valid human performance information to
help guide these decisions.

The need for improved aircrew performance measurement has been known for a long
time (cf. Smode and Meyer, 1966; Department of Defense, 1968); many existing
training and operational performance measurement practices do not provide the
kind or quality of data required by current technology for good decision making.
The need continues to be more pressing because current budgetary and fuel rea-
lities demand unprecedented improvement in the efficiency of training, skill
maintenance, and operations. In order to increase efficiency and maintain (or
improve) current system effectiveness, we must improve measurement. Responsive-
ness to this need can be seen in the ongoing performance measurement programs
in the Navy, Air Force, and Army.

Measurement related to human performance in systems may be arranged arbitrarily
into six classifications: (1) basic human abilities, (2) subject matter know-
ledge, (3) work history and experience, (4) performance effectiveness, (5) over-
all system effectiveness (of which transfer-of-training is considered herein as
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a special case), and (6) cost effectiveness. The greatest need in aircrew per-
formance assessment appears to be the development of valid performance criteria
for training and operational environments. Thus, this discussion focuses on
crew/system performance effectiveness measurement.

Aircrew personnel are system and subsystem operators who monitor, make decisions,
and control during the execution of training and operational flight missions.
Their performance is deeply embedded in many systems. Extracting information
about crew performance from these systems requires direct and indirect measure-
ment of many variables and poses methodological challenges. Several methods to
approach the problem appear to work with various degrees of success. Substantial
progress has been made in the past 4 years; we have some answers, but the evi-
dence is not all in. There are issues that have not been well resolved, primarily
due to a lack of sufficient data. The present status and future research needs
of aircrew performance meausrement will be described in the following three
major sections of this paper: (1) the aircrew environment, (2) an approach to
measurement development, and (3) future research needs.

THE AIRCREW ENVIRONMENT

Although great technological advances have been made in aviation and airborne
weapon systems, development of objective, numerical standards of crew perform-
ance has not kept pace with the technology. The reason is that there are many,
many system and human variables and too many unknowns. The magnitude of the
technical challenge can be introducted in the following three oversimplified
viewsof the aircrew world: (1) the training process, (2) the aircraft and weapon
system environment, and (3) the operational environment.

The Training Process

A global view of the training process is shown in Figure 1. Early in the pro-
cess there is a lot of measurement, great institutional memory of data, and
relatively well developed criteria such as test scores and success in school.
As one proceeds toward the execution of real world missions, there is less mea-
surement and less institutional memory, and performance criteria become more
complex.

Criteria at various stages in the process may or may not be related to real
world mission success. Issues such as selection based on job samples, selection
for differential assignment, and attempts to identify the characteristics of
crew members who have been outstanding in combat tend to reflect uneasiness
that those very characteristics that would make a person outstanding in the
real world mission might cause him or her to fail educational, selection, and
school criteria as they exist today.

The point becomes obvious: our purpose is to predict real world aircrew per-
formance effectiveness in order to make appropriate decisions. The further
from the real world our data are taken, the less valid will be our measures,
criteria, and decisions relative to that world unless predictive validities
have been established. In order to establish predictive validity and to improve
criteria along the way, we must find ways to measure as close to the real world
as possible.

6



The Aircraft and Weapon System Environment

Technology itself is making the job of assessing aircrew performance and estab-
lishing criteria more complex. In response to operational needs, the technology
is spurred to develop new systems that have improved performance characteristics.
Compared to the past, aircraft and weapon systems are more sophisticated in every
sense. So is the entire command and control system. Improved performance is pro-
vided by increased technical complexity of systems, both external to and onboard
the aircraft.

One attendant price of this technology is a dramatic increase in the range and
complexity of aircrew tasks in both commercial and military flight environments.

Flight crews (1) must learn to use many systems in various modes, (2) must re-
cognize system degradation and malfunction, (3) must know what can and cannot
be done when subsystems or combinations of subsystems fail, and (4) must be able
to take over automatic functions with operational proficiency at various semi-
automatic or manual levels of control. Obviously, a great deal of system know-
ledge is required. There are, for example, 150 different system failures presently
programmed in the F-14 Operational Flight Trainer, not including weapon system
or NFO (rear seat) functions.

The environment has changed markedly from the days when aircrew performance could
be judged solely on the ability to start the engines, to takeoff and land safely,
to fly by instruments, to navigate, and, in combat, to drop bombs or out-maneuver
a single opponent in a dogfight. These tasks remain important today, but they
represent only a part of the job. Flight crews have become sophisticated elec-
tronic systems managers and analysts. To even qualify for selection in the
electronic warfare area, a candidate must have both a degree in engineering
and other outstanding credentials. Crew members have to recognize complex
system parameters and envelopes while driving toward maneuvering adversaries.
The adversary weapon system capability is also complex. The dynamic characteris-
tics of various threats have to be recognized if the aircrew is to survive and
promote overall system effectiveness.

Aircrew knowledge of the capabilities of the systems at their command and the
demonstr- !d application of these capabilities against the performance charac-
teristics of the adversary under a host of dynamic situations is the proper
basis for aircrew performance measurement criteria. Academic knowledge alone
provides incomplete assessment criteria because there are many conflicting
factors and stressors in the real-time flight environment that can prevent
effective recall or use of academic knowledge.

The Operational Environment

Our third view of the aircrew world focuses on operations, where the products
of training, aircraft, and weapon system development come together for an opera-
tional purpose. A partial, closed-loop feedback diagram (Figure 2) is used to
show that aircrew performance is embe'dded in a large, dynamic system composed
of subsystems which are both external and internal to the aircraft.

Starting with the external subsystems, doctrine, strategy, and tactics will in-
fluence a particular mission plan. If the mission is a combat mission, then
adversary doctrine, strategy, tactics, and force structures enter into consideration.
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The aircrew performance of the mission will be influenced (as applicable) by
weather, obstacles, the availability of friendly weapons, other aircraft in

the formation, and commands issued by ground or airborne control centers. If

the crew is attacking a target, then target movement and adversary weapons be-
come strong forcing functions. Crew/system performance will be relative to
those targets, taking threats and own weapon system capabilities into account.

In the aircraft, the flight crew is embedded within the subsystem display and
control loop, drawing information from the visual world, radio communications,

crew intercommunications, instrument displays, maps, checklists, and their
experience and knowledge. The crew acquires information, processes it, and
makes decisions and control inputs in accordance with generally prescribed

duties and functions (represented by the crew function blocks in Figure 2).
Although individual crew members are often dedicated to specific functions
and subsystems, their tasks can vary with the situation. Crew control inputs
are processed by the various subsystems, including the airframe. Airframe and

subsystem states feed back to displays and external subsystems.

Appropriate aircrew behavior is a function of dynamically changing states of
the aircraft, its subsystems, crew interaction, and a host of external commands
and forcing functions. Thus, totally comprehensive performance criteria must
be guided by all system states which are relevant at the time performance is
measured. Literally, several hundred (thousand?) variables may be involved
(Table 1); many variables are difficult or costly to measure.

As a result, quantitative aircrew performance criteria have been defined or

legislated for relatively few operational tasks (such as nominal instrument
flight, carrier landing, and air-ground weapons delivery) and often under highly
constrained task "setup" situations such as the gunnery range. Even where cri-
teria do exist, it is sometimes found that the measured performance of experts
does not necessarily correspond with published criteria (Knoop and Welde, 1973;
Vreuls, Wooldridge, Obermayer, Johnson, Goldstein, and Norman, 1976). There-
fore, any assumptions made about performance criteria should be treated as as-
sumptions unless they are validated empirically by measuring what skilled
crews really do in a particular environment.

Summary

The aircrew environment from a measurement viewpoint may be characterized as
follows:

1. There is more measurement and institutional merory early in training
than later in training or operations.

2. Increased aircraft and weapon system sophistication has added new cog-
nitive dimensions to flight crew tasks and workload.

3. There are many dynamically changing variables both inside and outside
the aircraft that influence performance.

4. Performance criteria that may be derived from publications or subject
matter experts have to be treated as reasonable and relevant, but as unvalidated
in the absence of firm data.

8



5. The closer to the real world environmeht criterion measurement is taken,
the better will be predictions of that world.

6. Firm performance criteria are more difficult to specify as the perform-
ance of interest approaches the operational job.

Yet, the whole training and operational system should be geared toward perform-
ance criteria which are derived from real world operations. Any approach to air-
crew performance assessment must recognize and deal with these factors.

AN APPROACH TO MEASUREMENT DEVELOPMENT

We have taken the position that the end product of performance measurement devel-
opment must be information capable of guiding many different kinds of decisions.
In order to do this, measurement should have demonstrated diagnostic power and
validity for each purpose. Diagnostic power is the ability of the measure set
to describe why a performance is good or bad; it is needed most when marginal
or substandard performance emerges in order to be able to prescribe solution.

It is unlikely that a single performance score can provide diagnostic information,

although single scores are useful for summary information and certain higher-
level decisions. Multivariate (statistical and system modelling) techniques
offer the only methods that are powerful enough to capture the complexity of
the real world in sufficient depth fir diagnosis and yet provide single metrics
(which represent performance functions composed of several variables) for higher
level summary. The measurement research to date has had to improve and tailor
multivariate techniques as well as develop overall methodology and, in some
cases, also provide usable measures for the training and operational world.

Most performance measurement investigators understand that, ultimately, fully
diagnostic measurement will have to include selected measures of (1) basic abili-
ties, (2) subject matter knowledge, (3) past performance, work or training his-
tory, and (4) current task performance. Current task performance may be further
subdivided into measure sets for airborne and simulator use because practical
measurement in each environment differs, yet these measures should be related
by a common subset. This discussion concentrates on current task performance
with full knowledge that, eventually, all measurement domains will have to be
brought together to service the need for comprehensive diagnosis.

It is just not practical to measure all relevant variables for all tasks. Mea-
suring "everything that moves" is neither cost-effective nor necessary in most
cases. Empirical measurement work (cf. Waag, Eddowes, Fuller, and Fuller, 1975;
Sanders, Kimball, Frezell, and Hoffman, 1975; Vreuls et al., 1976; Lees, Kimball,
Hoffman, and Stone, 1976) suggests that a greater share of the performance vari-
ance can be described by fewer than 15 measures in many flight tasks.

The measurement development method must devise a way to sample those tasks and
measures that are most important for describing, understanding, and predicting
crew/system performance. When a sampling approach is taken, there are many as-
sumptions made in the process, and it must be demonstrated that the sample is
valid. Establishing the validity of performance measurement samples is a chal-
lenging issue that is well described by Waag and Knoop (1977).

9



The best method to derive the measurement sample has also been an issue of con-
cern. There seem to be two major alternatives: (1) measure "everything that
moves" initially and devise computer algorithms to decide what is important,
or (2) initially reduce the world of all possible measires to a smaller set of
measure candidates (by some means other than empirical data collection) and
test the resulting measure candidates empirically to establish the final, use-
ful measures and format. Some of the Pros and cons of these two alternatives
are discussed by Waag and Knoon (1977). Suffice it to say here that the first
approach, although scientifically aonealinR, requires enormous amounts of ini-
tial data collection. The second approach is more practical at this time.

The recommended approach for development of performance measurement can be
thought of as containing five steps: (1) measurement analysis to define a
reasonable, initial set of possible measures and standards for describing
performance using mission and task analytic methods, (2) design and develop-
ment of the data acquisition system (automatic or manual), (3) collecting ac-
tual performance data, (4) using statistical analyses to select those measures
and interrelationships between measures which are most important for describing
and diagnosing performance, and establishing various forms of empirical validity,
and (5) testing the resulting measurement for utility. These methodological
steps are discussed in the following subsections.

Measurement Analysis

Measurement analysis must decide what to measure and how to measure it. The
keys to good flight performance measurement include: (1) adequate sampling of
decisional, procedural, mission-related, and perceptual-motor skills as common
as possible to a range of tasks, (2) unambiguous definition of when the obser-
vations are to be taken, (3) explicit definition of the indices of desired
performance, (4) comparision of actual to desired performance at the fewest
critical points that will yield reliable scores, and (5) due consideration of
the possibility for different information formats, taking into account the
information needs, capacities, and limitations of the user.

The first area of concern for measurement analysis requires identification of
objective behavioral standards against which resulting performance may be com-

pared. Extensive interaction between the measurement analyst and one or more
subject matter experts is required by the analytic process. The status of
subsystem variables external to the aircraft are defined through mission and
mission segment analyses. Aircrew tasks are then defined through various forms

of task analvsis relative to those missions and segments. Some mission sev-
ments and tasks of interest to aircrew performance measurement are contained in
Table 2.

In many flight regimes the standards are well enough understood that an Instruc-
tional System Development (ISD) type of process can result in a profitable defi-
nition of measurement (cf. Baum, Smith, and Goebel, 1973; Northrop, 1976). A
mission-maneuver-measurement analysis framework (Obermayer, Vreuls, Muckler,
Conway, and Fitzgerald, 1972) can shorten the formal ISD process considerably
by proceeding more directly to measurement specification without formal docu-
mentation of intervening behavioral objectives. Whatever the process, it is
helpful to have a well developed framework for measurement at the onset of
the analysis.

10



A measurement framework has been established (Vreuls, Obermayer, Goldstein,
and Cauber, 1973) which relates system performance and human behavior to seg-
ments of maneuvers constituting a mission. The structure, derived from earlier

work (Benenati, Hull, Korobow, and Nienaltowski, 1962; Knoop, 1968), permits
the measurement of a variety of tasks and performance dimensions in order to

describe unique as well as common aspects of maneuvers. It requires each mea-
sure to be defined in terms of the following five determinants:

1. Measure segment.

2. State variable or variables.

3. Sampling rate.

4. Desired value.

5. Transformation.

A measure segment is any portion of a maneuver or mission for which desired
student behavior or resulting system performance is relatively constant or
follows a lawful relationship from beginning to end, and for which the begin-
ning and end can be unambiguously defined. Measure segments may overlap or
they may be simple one-time events. The segment is defined by explicit measure-
ment start/stop logic.

A state variable is any quantifiable index of (1) vehicle states in any reference
plane, (2) personnel physiological states such as heart rate or eye movement,
(3) control device states such as stick, pedal, or switch positions, or (4) data
from a source outside of the immediate vehicle, such as external variables or
even personal history variables. Multiple variables may require special mathe-
matical or logical treatment before or after they are treated by the rest of
the process. For example, one may wish to combine variables to form a func-
tional relationship before sampling or comparing that function to a desired
value.

The samp ing rate is the temporal frequency at which a parameter is recorded
or examined, primarily by automated measurement systems. Guidelines for selecting
sampling rates are readily accessible from standard practice and consideration
of human/system dynamic response characteristics. Where temporal samples are
required for manual measurement (and the needs do not fit well within the de-
finition of measure segments), observer workload and capacity must be carefully
considered.

In almost all cases, a state variable has no utility unless compared with a
desired value to derive an error score. Desired values may be determined ana-
lytically or empirically.

Finally, a transformation is defined as a mathematical treatment of the error
score, which may be just its value or absolute value, or may Include computa-
tion of out-of-tolerence conditions, measures of central tendency, variability,
frequency content, departures from norms, etc. Common transformations are
shown in Table 3.
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l'his -tructur, appears to be a good analytic/descriptive framework for computer
aind manual implementation of measurement. For manual measurement, all of the

same principles apply; however, special attention has to be given early in ana-

ivsis to the number and kinds of discriminations required of the human observer,

the format and human engineering of the measurement instrument, the imposed

workload, and user acceptance.

Although profitable for initial measurement definition, task analytic procedures

have inherent limitations. In many cases, especially in maneuvering flight,

there are wide ranges of permissible and equally successful behaviors. There
are wide differences of opinion regarding appropriate behavior and standards

among subject matter experts. There are dynamic performance requirements that

are hard to specify with the method. Often, value judgments are required by

both the subject matter expert and the measurement analyst. There are no firm

criteria to guide these judgments short of experience with actual data collected
from skilled and unskilled performances of the task. These data are rare indeed.

The result is some uncertainty about the relative importance of measures. The
analyst either (1) accepts subject matter expert opinion where there is reason-

able agreement, running a slight risk of missing something important where con-

sensus is not possible, or (2) deliberately overmeasures in areas of uncertainty,

letting the empirical portion of the process determine which of the measure

candidates account for most of the performance. The safest course of action
is to overmeasure slightly where there is uncertainty.

An inherent limitation of the measurement structure is defining unambiguous con-

ditions for measure segmentation, the measurement start and stop rules. It is
often very difficult to decide when a maneuver begins and ends in real-time.

For example, unless you know a pilot's intentions, false turn starts are easy
to record in turbulence (Knoop and Welde, 1973) and there may be many "tops" to
a barrel roll attack I depending on pilot/aircraft stability. Analytically de-

fined rules often fail when they are tested empirically.

The inherent limitations of task analytic procedures do not invalidate them as

a reasonable starting point for measure development; however, these limitations
,often the precision of the method and point to a serious need to research better

methods to analytically prescribe measurement.

The amount of emphasis that should be placed on analysis for measurement is a

matter of establishing the degree of utility of the analysis output, given other

means to derive information such as empirical data collection. Even small amounts
of real data can save hours of analysis effort. Because of the number of assump-

tions and uncertainties involved, our experience suggests that too much pencil

and paper analysis is not cost-effective. A thorough analysis should be done,
but one should move promptly toward empirical data collection.

1Spring, W. Personal communication on the Northrop/Navy ACM studies,

November 1976.
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Measurement System Design

Analysis for measurement should produce specifications of desired measurement.
Implementing these specifications can be a straightforward or extensive effort,
depending upon the mission task and environment in which measures are to be
taken, the sources of measurement (manual, photographic, or automatic), and the
uses of the data once they are acquired. Not only do data collection systems
have to be designed, but also, systems have to exist or be produced to check,
verify, smooth, correct, label, catalog, store, and extract data for a variety
of analyses. A good example of the considerations for measurement systems may
be found in Obermayer and Vreuls (1972) and Obermayer, Vreuls, Muckler, Conway,

and Fitzgerald (1972).

Parenthetically, it has been well stated by Roscoe (in press) that performance

measurement does not have to be automated to be objective, reliable, and valid.
Objectivity requires that performance standards can be observed publicly, as
opposed to subjectivity, which is private. Ratings will be subjective if obser-
vers are required to employ their own private standards of correct or desired
performance. Two or more observers-evaluating actual performance or reviewing
records of performance will quite likely arrive at the same judgment oi the
performance quality if (I) they have done so without distraction or personal
hazard, (2) they have agreed on the standards, explicit indices of desired

performance and conditions for measurement, (3) it is physically possible for
them to act as reliable sensors, and (4) they have been "anchored" by having
observed the full range of performance.

The lack of reliability of observer, instructor, or check crew member ratings
most frequently will occur because the above conditions have not or cannot be
met. In some flight situations an observer does not have the span of observa-
tion (or perceptual/cognitive bandwidth) required to canvass the entire field
of critical dependent variables at precisely the critical times and, simultaneously,
to perform other required duties. When this is the case, automated systems be-
come highly desirable. Automated measurement systems are a necessity for train-
ing or testing systems that use adaptive or automated techniques.

The current state of technology permits relatively straightforward development
of measurement systems; however, there are some cautions. It is one thing to
instrument a system or to develop scoring forms for research purposes; on a
one-time basis, data may be collected by trained observers or by one-time instru-
mentation systems. It is another matter to develop a real-time measurement sys-
tem to be used in flight training or in operations on a regular basis by non-
researchers as well as researchers. We assume that measurement work must lead
toward use by the operational or training community. As such, the design effort
must be guided by practical realities as well as the information desired.

Developing real-time or near :eal-time measurement systems for the airborne en-
vironment requires special caution. If recorders, cameras, or computers are
being used, there are considerations of weight, size, packaging, power, heat,
vibration, noise, and airworthiness (of both the measurement system and the
systems it may be tapping for data) that must be attended to and resolved.
Design trade-off decisions have to be made on a number of issues, including

whether the onboard system simply records raw data or produces the results of
measurement. If the onboard system only records raw data, a greater data re-
duction and processing burden is shifted to ground systems. An example of one

Iapproach to airborne Instrumentation may be found in Knoop and Welde (1973).
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Modern flight simulators often provide an environment that is better suited to

measurement but, unless they have been specifically designed for measurement,
there are typical problems encountered. Often, one finds a lack of adequate
documentation, timing problems, disagreement between the math model and measured
system responses, measurement scaling and transformation irregularities, A/D or
D/A conversion discontinuities, distributed processing, and limited resources
to handle additional computational demands, to store, or to output desired
information. Typically, these are not insurmountable problems, but they have
to receive their due attention.

Developmental measurement systems should be designed to facilitate change because
the analysis process that produced the specification is less than perfect. Once
built, both manual and automatic systems require developmental testing to ensure
their operation. Automatic systems require special attention to calibration,
data identification, noise, drift, and measureuent start/stop logic. Manual
systems require special attention to the reliability of observations, imposed
workload, training of observers, and design of scoring forms. Both systems re-
quire tests of data reduction or processing systems. Developmental testing
often reveals a need for change even before formal data collection begins; the
experienced investigator plans on it.

Cost and time saving short-cuts may be taken with experimental measurement sys-
tems in order to collect empirical data for measurement development. However,
when the final design becomes operational, it must conform to a host of mili-
tary specifications that include reliability, maintainability, and logistic
requirements (spares, documentation, training of personnel, maintenance of
hardware and software, etc.) which are not always recognized by researchers,
but should be. Also, it is not always recognized that, today, the cost of
computer software far exceeds the costs of hardware for many special-purpose
applications. If, for example, modification of a flight simulator is desired
for measurement, it may be an order of magnitude cheaper to strap-on special
purpose mini- or microcomputers than to reprogram the existing software. Care-
ful design trade-off decisions are required.

The problems of developing airborne or flight simulator data collection or mea-
surement systems are not as staggering as they were just a few years ago. Ad-
vances in technology, the sophistication of systems already onboard many aircraft,
the existence of instrumented air combat maneuvering ranges, and the capabilities
of modern digital flight simulators have markedly increased the feasibility and
practicality of special-Vurpose measurement systems. The costs of such systems
may be insignificant compared to the costs of making decisions based on incomplete
information.

Data Collection

All of the familiar rules of experimentation in the laboratory also apply to
measurement data collection in operational or training environments; however,
the experimenter has less control of the equipment, people, and schedule. The
orchestration requires thorough planning and coordination well in advance of
data collection, and requires a thorough understanding of the environment.
Special attention must be given to the impact of data collection on ongoing
activities. Although everyone tries to avoid it, schedule collisions are in-
evitable due to equipment malfunction, weather, and operational mission require-
ments. The seasoned investigator develops contingency plans and avoids overzealous
data collection schedules.
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*Experimental designs for measurement development studies have been relatively
straightforward. Independent variables such as pilot skill level, time in
training, aircraft weight and center-of-gravity, turbulence, and workload (such
as command pacing) have been deliberately manipulated. For measurement studies,
it is not always practical to manipulate many independent variables; where vari-
ables cannot be controlled, they should be measured. Often, statistical control
is possible during measure selection analyses.

It is now possible to use repeated measure experimental designs (where each

subject contributes more than one observation) for measurement studies employing
multivariate analysis techniques. Recent work by Vreuls (1976) and Wooldridge,
Breaux, and Weinman (in press), based in part on earlier work of Schori and
Tindall (1972), permits repeated observations on the same subject in one data
collection session and again at a later time. This methodological breakthrough

has reduced subject requirements by an order of magnitude.

The data collection requirements for measurement studies using multivariate ana-
lysis techniques may be slightly greater than other kinds of research because of
the number of variables involved. The driving requirement will be the product
of (1) the number of initial measures, (2) the number of independent variables,
and (3) a replication factor. Lane (1971) has shown that, to avoid shrinkage

and overfit, there should be seven to nine times as many observations as initial
measures; thus, 20 initial measures might require 140-180 observations on the
same task. However, Wooldridge et al. (in press) examined the problem using
data obtained from 12 pilots training on four instrument flight maneuvers in
an F-4 simulator. Given our measure selection techniques (described later),
shrinkage calculations have suggested that only three to five times as many
observations as initial measures would be required, depending upon how well the
known variables account for performance variability. Thus, we should be able
to reduce the Lane criterion for observations by one-half.

Further reductions in the number of required observations may be possible if,
during initial data collection or screening prestudies, it is found that less
than the full set of measures accounts for most of the performance variance.
In order to hold data collection requirements to the absolute minimum, screening
methods must be employed to iteratively collect data and perform analyses, re-
peating the process only as it is necessary to do so. The use of iterative
screening methods, however, can create scheduling uncertainties that are not
practical in operational environments. Often the best that can be done is to
perform successive and simultaneous analyses as the data are collected, if it
is possible to do so.

Two final comments on data collection for measurement studies cannot be over-
emphasized. First, if a variable is not controlled, measure it. We strongly
suspect that certain variables such as subject experience, age, recency, moti-
vation, time of day, and weather make a difference in performance. Measuring
them may improve substantially the amount of variance accounted for. Multivar-
late analysis techniques permit limited statistical control of the otherwise
uncontrolled experiment. Secondly, although strictly mechanical, a well planned
data cleanup and editing process, as close as possible to the time of data
collection, can save hours of agony later on. A good data edit and management
system is quite necessary with the volume of data that measurement studies
process.
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Selecting and Weighting Measures

The end goals of the measure selection process are (1) to validate the assump-
tions that have been made in the task and measure definition sampling process,
(2) to find the smallest comprehensive subset of candidate measures that will

adequately describe performance on a given task (to reduce observation and out-
put requirements) and (3) to "classify" and weight measures for a specific
purpose.

Crew/system performance is multidimensional. The importance of any particular
measure with respect to performance diagnosis usually cannot be stated without
consideration of all other measures of the performance and situational set.
Measurement analysis must find these relationships and express them in a coherent
format that (1) explains to the measurement specialist what is happening in
performance space, and (2) can be used as a basis to derive usable measures
and formats for the operational world.

Measure Selection Criteria. Several criteria for selecting and weighting
measures have been used in various combinations. The more common criteria in-
clude (1) the amount of variance accounted for by each measure, given all mea-
sures of the set, (2) correlation with instructor or observer scores, (3) terminal
performance (such as carrier landing or ACM engagement outcome), and (4) the
ability of the set to discriminate between performance by various skill levels
(e.g., student versus expert; early versus later in training). There is a need
for better criteria to establish validity of measures for many purposes (Waag

and Knoop, 1977); however, a great deal of work can be accomplished with existing
criteria.

Measure Selection Methods. Work to date suggests that the measure selection
process may be conducted in a variety of ways, as long as empirical validation
is performed. Slightly different multivariate approaches to measurement develop-
ment can be seen in the work of the following investigators:

Locke, Zavala, and Fleishman (1965) used factor analytic techniques to re-
late pilot helicopter performance to task and maneuvering factors. They verified
that measurement of a given task in the context of one maneuver was correlated
strongly to performance of the same task in another maneuver. They suggested

that basic human abilities could be mapped into task factors (see also Fleishman,
1967).

Connelly, Schuler, and Knoop (1969) derived a set of adaptive mathematical
models which organized measured pilot performance in a simulator based on simul-
taneous scoring by several instructors. This study represents the approach
of collecting many of all possible measures and using mathematical algorithms
to decide what is important.

Brictson, Burger, and Wolfeck (1973) used multiple regression techniques and
instrumented and manual measurement to develop final manual scoring of carrier
landing terminal performance. The importance of this work is that it carried
the measurement development and validation process to its logical conclusion
by producing the Landing Performance Score which is currently employed by the
fleet.
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Knoop and Welde (1973) used regression techniques and functional relation-
ships between variables to derive measures for two inflight maneuvers, the
lazy eight and barrel roll. Their work encountered and solved several difficulties
of inflight measurement and demonstrated the feasibility of instrumented inflight

measurement in the aircrew training environment.

Waag et al. (1975) employed multiple regression and correlation techniques
and automated and manual measurement. They used correlation with instructor
scores and the ability of the measure set to discriminate pilot skill levels
as criteria for selecting measures for several instrument flying tasks in a
simulator. The work has been continued to include more flight tasks.

In an ambitious attempt, Carter (Northrop, 1976) has 552 automated measures
and 100 instructor scores of 208 barrel roll attacks against an autopilot driven
bogey in a simulator. His measure selection procedures included multiple re-
gression, step-wise multiple discriminant, "jackknife" partial cross validation,
and ridge regression analyses of selected data subsets.

Sanders et al. (1975) and Lees et al. (1976) ui;ed manual and airborne instru-
mentation measurement and step-wise discriminant and multiple discriminant tech-
niques to select measures for low level and Nap-o -the-Earth (NOE), day and
night helicopter flight. The final discriminatiir meas.-re sets include a sub-
stantial portion of control input measures.

Vreuls et al. (1976) and Wooldridge et al (in press) have used highly tailored

multiple discriminant and mulziple regression techniques to select measures for
four instrument flight tasks in an automated fli.,ht simulator, based on the
ability of the set to discriminate skill le'el. A partial validation of the

technique demonstrated its utility for automated training of civilian private
pilots. Method validation using military pilots is continuing with measure
selection studies for automated simulator GCA training at Luke Air Force Base.

Several improvements to multivariate measure selection methods have been made.
Our multiple discriminant and multiple regression programs have been tailored
(1) to remove highly correlated measures, (2) to eliminate performance outliers
that dangerously distort a least-squares fit, (3) to correct for repeated ob-
servations (discussed earlier), (4) to improve orthogonality and predictive
validity by stabilizing weighting coefficients using ridge regression (Hoerl
and Kennard, 1970) and (5) to develop a procedure to automatically remove mea-
sures based on their commonalities.

General Results. There are some general results of the above studies that
are of interest to measurement development. First, control input measures are
often important contributors to discriminating the differences between skilled
and unskilled performance. Secondly, performance differences on tasks often
are revealed in unexpected ways;for example, during a level, 30 degree bank
turn, major portions of the performance differences may be found in altitude
error, not bank error, but this kind of result Is airframe and task specific.
Thirdly, variations in the task--such as (1) making a 60 degree bank turn in-
stead of a 30 degree bank turn, (2) the addition of turbulence, (3) shifting
the center-of-gravity, or (4) varying workload--change the nature of the task;
major changes occur in the discriminating measures sets and the measure weighting
coefficients. Finally, the proper weighting of measures for combining them into
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a single score cannot be predicted analytically; frequently, criteria such as
"3 degrees of heading error is equivalent to 200 feet of altitude error" are
not supported by empirical selection results. Multivariate methods are able
to address these kinds of problems and produce usable measurement.

However desirable multiple discriminant or multiple regression methods may be
for measure selection, there may be times when it is not practical to collect
a sufficient amount of data to use them. In these cases, measures may be ex-
pressed in terms of their departures from the norm as Z-scores, and individual
Z-scores may be averaged to produce a usable, single score metric. This pro-
cedure has been shown (Vreuls et al., 1976) to be a good fall-back measurement
selection method; it produces measures that are superior to those derived by
analysis alone but less satisfactory than those derived by the full multiple
regression or multiple discriminant methods.

We have observed that statistical significance of a particular measure is an
insufficient criterion for measure selection. Statistical significance, by
itself, can be produced by ponderous and costly replication if necessary, with
the possible result that a statistically significant measure may account for
an infinitesimal amount of variance in the performance space. It is more im-
portant for measures to describe well the performance space (i.e., account for
variance); if they do so, significance usually will follow, but the converse
is not always true.

Measure Selection Method Improvement. Multivariate measure selection methods
may be improved further, but some research is needed in at least two areas. The
first area has to do with unit weighting (equal weighting of all predictor vari-

ables). Flight data deal with measures of different scale characteristics and
perhaps different amounts of importance for specific purposes. Yet, it is useful
to combine measures into a single score. Current methods provide weighting coef-
ficients based on least-squares regression criteria for this purpose. Given a
reasonable number of measures in a set, there is evidence that unit weighting
may lead to better prediction than weights based on least-squares criteria
(Einham and Hogarth, 1975; Wainer, 1976). However, if one does not use weighting
coefficients, desirable features of scaling measures and weighting their import-
ance are lost. Ridge regression may circumvent the problem, but we don't know
that to be true and intend to look into it.

The second area of research has to do with the best way to relate dependent and
independent variables from several sources for measure selection purposes. Given
that certain independent variables (such as flight time, aircraft center-of-gravity,
turbulence, and, possibly, academic grades and abilities) influence performance,
how does one best account for these variables in measure selection? One can
simply include them as dummy variables in a regression equation along with
measures. However, it may be better to use canonical correlation techniques,
placing the independent variables on one side of the canonical equation and de-
pendent variables on the other. Development work is needed to insert data condi-
tioning, measure elimination, and ridge regression techniques into the canonical
method and to validate the procedure. Further thought in this area may lead to
better diagnosis techniques.

Toward Greater Generalization. It may be important to distinguish the dif-
ference between the best possible measure set that results from initial measure
selection analysis and the finally implemented subset for a particular application.
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The best possible measure set is a sample that has been produced by task ana-
lytic procedures and empirical measure selection, conditioned by what was pos-
sible to measure for research purposes. There are differences between measures
that can be taken during research and practical measures for operational use.

Where such differences exist, searching for the best possible set improves the
generalization of data and permits quantitative relationships to be established
between that which is best and that which is practical. Given quantitative
relationships, it may be possible to translate data (1) between the two domains,
(2) between flight and flight simulators that may have slightly different mea-
sure subsets, and (3) perhaps between operational and research environments for
a variety of other purposes. Also, it gives the investigator a better feeling
for the capabilities, limitations, and validity of the operational set that

emerges from final testing.

Product Testing

To be complete, measurement development should include a final phase of testing.
Two different kinds of tests appear desirable: developmental tests and system
effectiveness tests. Each is briefly described below.

Developmental testing may be integrated with earlier steps in the measure develop-
ment process, may be done after measure selection analysis, or both. During
developmental testing, the products are exposed to the user in their final form
but with an eye toward change and improvement. Although the user is involved
in major stages of development, it is often the case that the impact of the
product cannot be appreciated fully until it is put to use. Once put to use,

the user often will suggest major improvements in the format, order, priority,
and use of information. A good measurement program should plan for a reasonable
period of product improvement testing.

System effectiveness tests can reveal what is gained by measurement development
research. For example, it would be helpful to know the effect of different mea-
surement approaches on resulting changes in performance quality, training time,
transfer-of-training, personnel utilization, device or aircraft utilization,
cost of operations, or similar metrics. These kind of data provide researchers
and managers with a better idea of how to allocate always insufficient resources
of money, facilities, personnel, and time. System effectiveness tests can be
viewed as a useful form of empirical validation.

System effectiveness tests can be conducted concurrently or longitudinally as
long as sufficient data are available to make comparisons and to statistically
control for confounding effects. One simply measures system effectiveness (and
any confounding variables) before and after the results of measurement develop-
ment research are installed in operation. If cost data are available, then
cost-effectiveness may be calculated also.

One system effectiveness test showed that empirical measurement development
caused a 40 percent reduction in the time-to-train (the same performance cri-
teria in automated flight simulator training) compared to the initial measure-
ment which was derived by analytic means alone (Vreuls et al., 1976). This is
the only study we know of that has shown an improvement in training effective-
ness as a direct result of improved measurement. Obviously, we would like to
see many more.
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Summary

One approach to measure ivelopment has been used to describe what is known or
not knowm about aircrew performance measurement along with the many considerations

that enter into the job. Some of the key points may be summarized as follows:

1. Measure Definition--Existing techniques to sample tasks and measures do
work, but the results must be validated empirically.

2. Measurement Systems--The technology is markedly improved, making better
instrumentation possible in aircraft and flight simulators. Manual measurement
is also possible, but stringent criteria must be met to ensure objectivity and
reliability. Systems to check, process, and extract information must be provided.

3. Data Collection--The number of observations required for measure selec-
tion is slightly greater than requirements for other kinds of research. Measure-
ment in operational environments requires attention to practical factors.

4. Measure Selection--Methods are well established, but there is room for
improvement. Especially needed is more work on criteria for measure selection
for a variety of information purposes and for better performance diagnosis.

5. Product Testing--Developmental tests are important. System effectiveness
tests are a useful form of empirical validation.

Considerable progress has been demonstrated over the past several years, but
there is much more to do.

FUTURE RESEARCH NEEDS

There is sufficient evidence of all kinds to know that performance measurement
is at the very core of all kinds of research, procurement, training, and opera-
tional decisions. Improvements to measurement can and have been made. When
measurement is improved, there is also improved system effectiveness.

Quantitative performance effectiveness data on a task, mission, and aircraft
basis are sparse. This makes it difficult to supply validated performance cri-
teria to assist research on the following kinds of training questions: Should
expensive motion and visual systems be purchased for flight simulators? If so,
what components or features are really needed? What aspects of simulator fide-
lity affect transfer-of-training? Should we augment flight simulators with
cues that are not present in the real world? Which of these features are neces-
sary for skill maintenance? Should tasks or whole missions be taught in flight
simulators? What is the best mix of simulator and flight time for initial training
and for skill maintenance? What is the best mix (in terms of the amount of time,
subject matter content, and sequencing) for academics, part task trainers, simu-
lators, aircraft, and other media for both training and skill maintenance? Each
of these questions should be addressed on a task, mission, and aircraft basis.

Data are also needed to address questions more directly related to measurement
issues, such as the following: What are the important components of operational
proficiency? What distinguishes good and bad operational performance? How is
such performance related to operational readiness? How do we best characterize
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operational performance as criteria for various research purposes? What are the
cost-effective performance levels for each stage of pilot or NFO training? What
are quantitative fleet expectations for incoming replacement crews? How do they
compare with experienced crews? What do performance levels and criteria through-
out training, research, and operational environments have to do with real-world
mission success? Again, each of these questions should be addressed on a task,
mission, and aircraft basis.

In order to provide quantitative data to address these kinds of questions, air-
crew performance measurement research needs (1) empirical data, (2) better ana-
lytic methods, (3) measurement standardization, and (4) personnel.

Emnirical Data

Crew/system performance data are needed to improve measurement and methods.
Data are needed from many training and operational sources such as personnel
records, selection batteries, academics, part task trainers, flight simulators,
aircraft, controllers, air combat and air-ground ranges, and operational exercises.
Data are needed on a task, aircraft, and mission basis to explore and build better
criteria for decisions, better analytic methods, and better performance diagnosis
techniques. Some data have been collected, but much more are needed.

Better Analytic Methods

Possible improvement to existing multivariate measure selection and weighting
methods in two areas have been discussed. In addition, work is needed to re-
late performance measurement to system effectiveness and other criteria. For
example, it would be useful to know which performance dimensions are most important
to minimizing time-to-train criteria. Especially important might be the relation-
ships between basic abilities, subject matter knowledge, work experience, perform-
ance effectiveness, and system effectiveness. Quantitative multivariate maps
between these domains have yet to be established. If it is at all possible to
do so, they might provide insight into the problems of manipulating particular
variables in the training or skill maintenance process in order to maximize sys-
tem effectiveness criteria. It would be a challenging line of inquiry.

Just as challenging is the need to develop better analytical methods to reduce
our dependence on brute-force empirical data collection. Existing task analytic
methods for measure definition tend to be more of an art than a science, primarily
because there are no guidelines for the value judgments that are required. The
method tells us what we might want to measure, but it lacks precision and does
not tell us what we can ignore and still account for most of performance space.
There is room for invention.

One way to approach the problem would be to provide better information and guide-
lines to the measurement analyst. The information the measurement analyst needs
is frequently not contained in published reports. Furthermore, a format that is
specific to the needs of the measurement analyst is required. Better measure
definition analysis might result if, in one source, there was a collection and
classification of empirical data and measure segmentation logic across the
spectrum of tasks, missions, and aircraft in training and operations. Building,
publishing, and periodically updating an aircrew performance measurement data
base and handbook could provide analysts with quantitative guidelines to replace
current value judgments. In addition, the data base might be used for special
analyses as required. The job would be a big one, and a central ingredient to
make it work would be the standardization of measurement.
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\!.easurement Standardization

There is a seri' us need to partially standardize measurement and conditions under
which measures are taken across all three services. It is often difficult to
compare data across studies because the same measures and measure segmentation
rules are not used. A plea for total standardization of measurement would be
naive because every research effort and operational environment has its own par-
ticular information needs. However, partial standardization of common measure
subsets may be relatively straightforward and useful and may be approached
modestlv over time.

There are today common tasks, mission segments, measure segments, and certain
measures that a group of experienced measurement analysts and subject matter
experts would agree are essential. Standards for these measures could be defined.
ver time, the "standards committee" could meet to review the state of knowledge
and to add further definition. The key to making it work would be to define only
the desired, common subset; each investigator and particular application would
be free to include other measures that were deemed important. Also, it would

helpful if each investigator would report the values of independent variables
that were held constant. The process may be viewed as no different than stan-
darization efforts in the physical sciences and engineering; it deserves serious
consideration.

Personnel

People do research. The aircrew performance measurement area appears to require
a special breed. The job requires competence in experimental methods of psycho-
logy and engineering, multivariate statistical and system modeling methods, and
task and mission analytic methods. It requires a working familiarity with phy-
sical and electronic system hardware, computer software and programming methods,
flight, and the aircrew training and operational environment. Seasoned investi-
gators have competence in many areas; but seasoned investigators are few in number
and, although the list is growing, many more are going to be needed.

A Final Comment

The whole training and operational system does work today. Aircrews are trained
and operations performed with reasonable levels of system effectiveness. This
is because a myriad of dedicated professional people have a lot of personal
knowledge and use it to make the system work. What performance measurement is
trying to do is make that knowledge more public and quantitative in order to
provide information that will improve efficiency while either maintaining cur-
rent levels of system effectiveness or improving them.

When measured, it is sometimes found that performance is different from commonly
held views. Everyone in the operational, training, research, and management
community should understand that what people really do might be different on
occasion from the "school solution." Often, performance is much better than
expected; sometimes it is different, but usually for good reasons. For example,
performance may exceed common error criteria for instrument flight because when
a radar controller calls out, "Fast moving traffic, twelve o'clock, one mile,
opposite direction, altitude unknown," there is only one criterion.
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Table 1

Partial List of Variables Implied by Figure 1

OWN AIRCRAFT (INTERNAL) SUBSYSTEMS

Pitch and Roll Attitude

Angle of Attack

Heading/Turn Rate

Altitude/Altide Kate

Speed/G-Forces

Configuration Gear/flaps/spoilers/speed brakes/wing sweep/hook

External/internal load, weight, c.g.

Communication/Data Link/ Frequencies/mode and code
Transponder External and intercom message content and load

Weapon System Status Operating modes
(including associated Firing sequences, deployment status, firing envelopes
radars, IRs, ECM, look Received signal characteristics, system control,
envelopes, tuning) inputs, sequences

Fuel State Fuel flow
Fuel remaining
Transfer status/external stores

Control Inputs Pitch/roll/pedals/thrust
Weapon firing
All subsystem controls (switch positions, etc.)

Navigation Systems States Tacan Vor OBS/frequency
DME DISTANCE
ADF frequency/bearing
ILS localizer/glideslope/frequency
Inertial system Lat/Lon-update actions
Other-LORAN, Celestial, etc.

Other Subsystem States Hydraulic, status, pressure

Electrical, status, load
Display systems, mode, status (BUD and electric displays)
Thrust, egt, fuel flow (tit), rpm, outlet port status
Autopilot and stability augmentation system-modes
Proximity warning
Life support systems-pressurization, oxygen, temperature
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Table 1

Partial List of Variables Implied by Figure 1 (Cont.)

EXTERNAL SUBSYSTEMS

Weather Ceiling/visibility/wind/turbulence
Cloud height/layers/icing/temperature/density
Severe weather areas
Seastate

Obstacles Terrain
Man made objects

Ground/Air/Sea Controllers Traffic advisories
Flight/mission plan modification/clearances
Heading/altitude/altitude rate/speed commands
Target states

Track/altitude/speed/number

Maneuvering/jamming

Probable actions

Carrier Pitch/roll/heave
Track/speed/latitude/longitude

Formation Aircraft Heading/speed/altitude (if joining)
Relative/desired position own aircraft
Intentions

Target Speed/altitude/track/number/type
Probable actions/weapon/performance
Relative position/energy level/fue] ;tate
Other adversary weapons system statub/envelopes

Mission Plan Flight profile/course(s)/altitudes/speeds

Checkpoints/rendezvous/refueling/IP/target/marshall
Winds/weather
Related force structure operations
Communications
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Table 2

Some Mission Segments/Tasks of Interest

Pre-Takeoff Mission Planning
System Checks, Alignments, Clearance

Takeoff or Launch Liftoff and Climb Profile
Aircraft Configuration Changes

Navigation Normal

Low Level or NOE
Map Interpretation

Formation Flight

Refueling

Surveillance

ECM, ECCM

Air Drop

Combat Air-to-Air
Air-to-Ground/Sea/Undersea

Recovery, Approach, and Onshore
Landing Carrier

Other Tasks Applicable Instrument Flight
Above Communications

Crew-Coordination
Susbystem Operations and Procedures

Normal
Emergency
Degraded Systems
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Table 3

Common Measure Transforms

Time History Measures Time on target
Time out of tolerance
Percent time in tolerance
Maximum value out of tolerance
Response time, rise time, overshoot
Frequency domain approximations

Count of tolerance band crossing
Zero or average value crossings
Derivative sign reversals
Damping ratio

Amplitude-Distribution Mean, median, mode
Measures Standard deviation, variance, range

Minimum/maximum value
Root-mean-squared error
Absolute average error

Frequency Domain Measures Autocorrelation function
Power spectral density function

Bandwidth
Peak Power
Low/high frequency power

Bode plots, Fourier coefficients
Amplitude ratio

Phase shift
Transfer function model parameters
Quasi-linear describing function
Cross-over model

Binary, Yes/No Measures Switch activation sequences

Segmentation sequences
Procedural/decisional sequences
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MEASUREMENT OF THE SHIPBOARD PERFORMANCE
CAPABILITIES OF NAVY ENLISTED PERSONNEL

Edward J. Pickering
Adolph V. Anderson

\Navy Personnel Research and Development Center
k San Diego, California 92152

ABSTRACT

This paper briefly describes some of the procedures the Navy
uses to determine the degree to which Navy enlisted personnel
are capable of performing the critical aspects of their jobs;
these include the Personnel Qualification Standards (PQS)
program, feedback programs of Navy training commands, the
Personnel and Training Evaluation Program (PTEP), Training
Readiness Evaluations, and Propulsion ExamininL Boards.
Then, various experimental efforts are described in which
job performance tests were administered to groups of Fleet
personnel. Finally, a proposed "performance proficiency
assessment system" is briefly described.

INTRODUCTION

In 1967 Earl Alluisi wrote:

"Performance assessment" is one of the most important and
difficult areas of current research. It is important in
its own right, as any supervisor who has been called
upon to justify the ratings of his workers can attest.
It is important because it is the crux of the "criterion
problem" for so much other work: the final validation of
selection and training techniques depends upon the assess-
ment of the performance of men who have been differently
selected and trained. The final validation of an improved,
human engineered, man-machine system depends upon it ....
The assessment of man's behavior in the meaningful perfor-
mance of complex tasks has challenged physiologists,
engineers, and psychologists for many years. The task has
been recognized as a difficult one; the problem has been
formidable; and the solutions have been ephermeral . . ..

Considerable quantities of good and respectable research
have been published . . . . This research has advanced
science generally, but it has failed to provide any signi-
ficant progress toward performance assessment . .

(pp. 375-376)

We think this would be a good and defensible statement for 1977, but let's
take a closer look at some of the performance evaluation activities that have
gone on in the Navy in the past and that are currently being pursued.
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In Dewey Stuit's book (1947), which sunuarizes the Bureau of Naval Personnel's

personnel research during World War I1, only one major attempt to relate selec-
tion and training information to ihipboard performance is reported. That study,
described by Bechtoldt, aucker, and Stuit (1947) as "t~i first systemaitic study
undertaken by the Bureau of Naval Personnel of the relationship between c'las. ifi-
caltion and training data and shipboard performance . " (p. 405), attempted
to evaluate the performances of 1,868 men in six ratings on 27 ships shortly
before the end of World War II. Bechtoldt, et al. considered such available
information as quarterly marks and speed of advancement in rating as possible.
measures of proficiency, but rejected them because they decided that these
measures were not sufficiently discriminative and were dependent upon many
irrelevant administrative factors. They were looking for an overall measure
of the quality of shipboard performance and, more specifically, a measure of
technical competence. They decided not to administer objective achievement

measures because of administrative difficulties, differences between ships,
and a lack of time. After some preliminary study, they decided upon order of
merit rankings in three areas: petty officer qualities, technical competency,

and overall desirability. Two petty officers ranked each man in the sample.
They found that the intercorrelations among the three measures were in the .80s
and .90s and tended to be as high as the reliability of the separate rankings
would permit. Therefore, they decided to use the technical competence rating
alone for further analyses. Separate rank order ratings were obtained for each
rating group on each ship. In one analysis, performance ratings were correlated
with basic test battery scores and then averaged for the groups within each
of the six Navy ratings. Of the 36 coefficients obtained in this analysis,

I was in the .4 0s, 24 were in the .20s and .30s, and 11 were less than .20.
One of the analyses of the relationships between school attendance and shipboard

performance showed a substantial relationship between rank in class for basic
technical training and the shipboard criterion measure. However, in their

summary remarks, the authors concluded the following:

Since a high correlation was found to exist between the

technical competence, petty-officer qualities, and overall
desirability ratings, there is grave doubt about the

acceptability of the criterion. Until other criterion
data are available, such as would be obtained from valid

performance tests, it would be unwise to formulate any

definite conclusions about the effectiveness or non-

effectiveness of school training. (p. 408)

Now let's get a little more up to date and look at some of the procedures

the Navy uses to "measure" the degree to which Navy enlisted personnel can
perform the critical aspects of their shipboard jobs.

SOME EXAMPLES OF H1OW THE NAVY "MEASURES" PERFORMIANCE

Personnel Qualification Standards (PQS)

The Personnel Qualification Standards (PQS) program was developed to provide
,a procedure that could be used aboard ships to assure that officer and enlisted
personnel are "qualified" to perform their assigned duties. These standards
consist of written compilations of knowledges and skills required to qualify
for a specific watchstation, to maintain a piece of equipment or a system, or
to perform as a team member within an assigned unit, such as a highlink, detail

or a damage control party. CNET Instruction 3500.3 states that:
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A watchstation, as it applies to PQS, refers to those positions
normally assigned by a watchbill, usually of 4-hour duration,
and, in the majority of cases, operator oriented. Maintenance
refers to those tasks which pertain to technical upkeep

of equipments and systems. Performance as a team member
within the unit refers to those collections of knowledges
and skills appropriate for standardized qualification which
are not peculiar to a specific watch-tation or equipment,
but apply more broadly within the unit. A PQS is in the
format of a qualification guide, which asks the questions
a trainee must answer to verify his readiness to perform
a given task and provides a record of his progress and
final certification.

As directed by the Chief of Naval Education and Training and in response
to requirements established by the Chief of Naval Operations, these "standards"
are developed by the Personnel Qualifications Standards Development Group,
Service School Command, San Diego.

At present, there are over 300 different PQS qualification guides available
to the Fleet; a number that should eventually increase to over 1000. A typical
qualification guide contains well over 1000 items on which various members of
the crew must be qualified, either by attending courses, answering oral questions,
or actually performing a specific task. This extremely large number of items
is included because each guide attempts to list almost all of the things
individuals have to know or be able to do to properly perform a specific set
of duties. No attempt is made to distinguish between critical and noncritical
knowledges and skills.

Illustrative items from the Personnel Qualification Standard for Damage

Control are:

1. Describe the compartment numbering system used onboard your ship.

2. Define radiation dose rate.

3. Demonstrate your ability to bandage fractured ribs.

4. Show or describe the physical locations of the major Ship's Service
Telephone stations on the ship and indicate the reason for each
location.

5. Discuss the safety precautions that must be observed and perform
the steps required to inspect piping and valves in your assigned
space.

From the standpoint of providing reliable, valid information concerning the
performance capabilities of shipboard personnel, PQS appears to have two major
deficiencies. First, because of the vast number of PQS requirements that a
given ship is responsible for, plus the many other duties and responsibilities
of shipboard personnel, it is very unlikely that a sufficient amount of time
or effort will be expended to assure that indivIduals are thoroughly profiient
on those PQS items that they must he qualified on. As a result, "gundecking"
is likely to occur; consequently, the validity of the information provided is

qiie,;ttonahle.
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Second, the lack of specific evaluation guidelines makes it etxtrei:elv
unlikt,'%v that, for any given knowledge or skill, different raters will u' il i,
the same criteria when judging performance. The system does not appear to
provide performance information related to individuals and team.is that is either
objective or reliable.

Feedback Programs of Navy Training Commands

}c'th the Chief of Naval Education and Training (CNET) and the C'hiLf of

.Naval 'echnical Training are very much concerned with developing improved
procedures for gathering information from the Fleet concerning the adequacy
of the training provided by various Navy training courses. In the future, thest
procedures may be changed considerably. Those currently in use have been
described by Hall, Lam, and Bellomy (1976), who point out that although CNET
Instruction 1540.3, Appraisal and Improvement of Training, requires both internal
and external appraisals of training courses, it does not address external evalua-
tion in detail. Rather, it describes the external evaluation process as being
conducted to determine both how well course graduates can perform the job and
the degree to which course learning objectives are relevant to requirements
of this job. This information would be obtained through the use of graduate
questionnaires, ship visits, task analysis, and letters from Fleet CoiniManding
Officers.

A proposed revision to this instruction would fornalize procedures for
obtaining feedback from the Fleet concerning training effectiveness. It advocates
the use of mailed questionnaires as the principal method of obtaining training
feedback information. The recommended basic questionnaire form, which was
developed by CNET's Training Analysis and Evaluation Group (Dyer, Ryan, & Mew,
1975a, b), consists of a listing of tasks taught in a specific course. Respondents
are asked to evaluate each item in terms of (1) frequency of performance and
(2) adequacy of school training for the task. Points on the frequency scale
are: (1) never performed, (2) seldom performed or only in emergencies, (3)
performed monthly, (4) performed weekly, and (5) performed daily. Points on
the adequacy scale are: (i) task requires much more emphasis in school, (2)
training less than adequate for task, increase emphasis, (3) training adequate
for task, and (4) training more than adequate for task, reduce or eliminate
training for this task. Responses would be obtained from samples of (1) graduates
of a specific course who had been in the Fleet 6 months or less and (2) the
supervisors of such graduates (Dyer et al, 1975).

Hall, Rankin, and Aagard (1976) voiced their concern about this reliance
on questionnaires when they stated that:

the evaluation of training has not been given the
attention and resources which are required for maintenance
of a high-quality training system. . . . Present and planned
procedures for obtaining and using training effectiveness

information are not optimum. They may fail to yield the infor-
mation needed for informed decision making about training.

• . . The trend toward the exclusive use of questionnaires
for obtaining data about training effectiveness reflects a
lack of familiarity with other techniques that may be better
suited for obtaining effectiveness information. A substantial
number of methodological options are available for obtaining
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such information. This selection and use should be based

on consideration for specific elements of the evaluafion

situation. (pp. 39 and 40)

The value of using questionnaires for obt~iininp valid, reliable judgments

Concerning the need for increasing or decreasing the enphasis that should be

placed upon tasks in a course curriculum can certainly be questioned. Additionally,
even if such questionnaires prove to be adequate for that purpose, they will not,
in the opinion of the authors of this paper, provide adequate information

concerning the actual performance capabilities of Fleet personnel.

It should be pointed out that CNET has recognized the need for developing

other methods for gathering training feedback information; its Training
AppraisFl and Surface Warfare Division (N8) is currently investigating other
methods for improving the training feedback process. However, current budgetary
and personnel constraints preclude the immediate development of an all-encompassing,
centrally controlled training appraisal system. Also, because of the need
to minimize programs that infringe on Fleet time and assets, their investigation

is concentrating on identifying existing programs that can provide the desired
feedback with little or no modification.

The Personnel and Training Evaluation Program

At the present time, one of the more significant evaluation programs within
the Navy is the Fleet Ballistic Missile Weapon System's Personnel and Training
Evaluation Program (PTEP). PTEP is responsible for assessing the skill levels of
Fleet Ballistic Weapon System personnel when they are undergoing training and
when they are performing duties aboard submarines. The majority of submarine
personnel in applicable ratings are tested twice a year (Hall, Lam & Bellomy,
1976; Braun & Tindall, 1974). The PTEP achievement testing program employs
two types of test instruments:

1. Four-alternative multiple-choice tests are used to obtain information
concerning knowledges required to carry out job duties.

2. Paper-and-pencil skill exercises are used to "measure skill performance
in terms of skill related knowledge application" (Braun & Tindall,
1974, p. 1).

The paper-and-pencil skill exercises ccsist of equipment operation or
maintenance problems that the examinee must solve by identifying the procedural

steps that should be taken to perform the particular equipment operation or
to remedy the apparent equipment malfunction. Those tests are related to the
early "Trainer-Tester" devices developed by Van Valkenburg, Nooger, and Neville,
Inc. However, for a given set of conditions, the "Trainer Tester" allows free
exploration of test points, pins, contacts, etc. Therefore, multlplc-path
solutions exist when using this device. In the PTEP skill exercises, only four
selections are allowed for each major step in a single-path problem-solving
sequence. The PTEP exercises vitilize latent image (Invisible ink) printing
for solution masking and response feedback (Laabs, Panell, & Pickering, 1977).

Braun and Tindall, in discussing these exercinos, state:

Although each exercise may not necessarily reflect the
exact procedure which the examnince would prefer to use,
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it is expected that a trained technician would recognize
the exercise solution path as being valid and the most
appropriate one from among those choices made available
to him. His ability to recognize and logically work through
tho xercise solution path is considered to be directly
indicative of his ability to apply the various diagnostic
skills required of him when encountering the several
dlifferent possible situations of equipment operation
and maintenance .... The particular procedural steps
which make up the exercise solution are selected as
necessary to fulfill the defined testing objectives of
the exercise with respect to testing specific skills
normallv required of the examinee . . . . The exercise

solution is supported by realistic pictorials of control
panel indications, duplications of actual equipment print-
outs, photographs of waveforms as observed with an
oscilloscope, and the same documented procedures, technical
data, and equipment maintenance diagrams as would normally

be available in the real environment of equipment operation
and maintenance. (pp. 4 and 5).

It should be emphasized that the PTEP skill exercises have not been empiri-
cally validated against real measures of performance on the actual equipment.
In the absence of such information, results from this testing program should
be used with care. This appears to be especially true if one considers what
previous research concerning the validity of tests of this type has shown.

Crowder, Morrison, and Demaree (1954) reported correlations of .12 and .16 between
two forms of a trainer-tester test and a performance test on the actual equipment.
Steinemann (1966) found correlations that ranged from -.50 to +.14 between
various measures yielded by a trainer-tester test designed to measure ability to
troubleshoot a superhetrodyne receiver and comparable measures from a test on
the actual equipment. Steinemann points out that, in the simulated troubleshooting,
test measures are obtained by simply erasing the covering material. Consequently,
the measure given is always accurate. In actual practice, checks and measurements
require considerably more effort and the accuracy of the reading depends upon the
skill with which the test equipment is used. Steinemann found that, when taking
the actual performance test, subjects often repeated the same check or measure
because they were uncertain of the accuracy of their findings. He states:

Dubious measurements tended to affect the entire
troubleshooting sequence. Reliance upon an incorrect

reading, for example, could lead examinees to a false
casualty assumption. Conversely, uncertainty over a correct

reading sometimes caused students to persist in repeating

an unproductive line of troubleshooting strategy .

In the actual task, students were reluctant to unsolder

or disonnect components from the chassis, but in the

simulated task, where parts replacement required virtually

no effort, students too often resorted to parts replace-

ment in an effort to solve the problem. (pp. 10-11)

Steinemann concluded that the evidence strongly suggests that caution should be

exercised in assuming that any simulated performance measure, even when it has
considerable common identity to the actual task, will provide a valid estimate
of proficiercy on the actual equipment.
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Shriver and Foley (1974) compared performance on a series of maintenance

tests with performance on a parallel set of specially developed paper-and-pcncil

"graphic symbolic substitute" tests. When these svmbolic substitute tests were
being developed, it was hypothesized that they would be more valid than previously

developed symbolic tests because they would contain more realistic task "clutter."
For example, in testing troubleshooting, if the subject wanted to know the

voltage at a specific test point, he would be provided with a picture of a

voltmeter that displayed the requested information in the same way he would
see it on the actual equipment, rather than being provided with a printed
voltage readout. The symbolic tests were subjected to a small-scale validation
in which novice technicians took both the symbolic and performance versions
of the tests. On the basis of these results, the symbolic troubleshooting
test was modified and then subjected to validation utilizing experienced techni-
cians. The results of both validations are summarized in Table 1. It was
concluded that the symbolic tests, with the exception of the one on soldering,

showed sufficient promise to justify further consideration and refinement.
However, the authors point out that valid symbolic substitute tests cannot be
developed for any job activity until good job-performance tests are available

(Shriver & Foley, 1974). Unfortunately, at the present time, the Navy has no
mechanism for the development and administration of job-performance tests.
Foley (1975) points out that, in his opinion, symbolic substitutes of high
empirical validity can be produced; but that such tests will nevc. eliminate

the requirement for the liberal administration of actual job performance tests
to maintenance personnel: "We can never include all aspects of an actual per-

formance of a task in a paper-and-pencil symbolic representation of that
task . . . ." (p. 7). The authors of this paper wholeheartedly agree. Further-

more, paper-and-pencil tests undoubtedly have the same limitations when they
are utilized to measure operator skills.

Table 1

Summary of Relationship Found Between Performance and

Symbolic Versions of Electronic Maintenance Tests

Phi Tetrachoric
Test Area Number Coefficient Correlation

Novice Subjects

Checkout 4 1.00 -

Removal and Replacement 14 .43 -
Soldering 4 0 -

General Test Equipment 6 .67 -

Special Test Equipment 6 .33 -

Alignment and Adjustment 19 .58 -
Troubleshooting 9 -.33 -

Experienced Subjects

Overall Troubleshooting 30 .47 .68
Chassis Isolation 30 .73 .81
Stage Isolation 30 .33 .46
Plece/Part Isolation 15 .07 .16

Note. From Shriver and Foley, 1974.
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Porformance of eAVA Operators

One example of a performance te*st that is rout inely admi i1stetred ii th0 Ict t

is a test of the physical analysis skills of LAVA opera tors. LAVA is a shiphoard

:onar receiving set that is an integral part of the l.A.I'S/IAVA ASW Surv,.i 1 ):,n,

System. I- this systen, passive sonar signals are received fro:? sollcux>: bv.

LAMPS equipped heliocopter; the heliocopter then transmits these signals to a A 'A

equipped destroyer. The incoming sonar signals are printed out on gram.s that are

analyzed for contact signature characteristics by speciallv train.d optratrs.

The Fleet Aviation Specialized Training Group, Pacific (.',ASoITRACLI'AC)

utilizes recordings of actual sonar contacts in conducting weekly training

exercises. These recordings are broadcast from a "Rooftop Trainer" on North

Island, San Diego, to all LAVA equipped ships in port. A LAMPS configured

heliocopter serves as the data link between the transmitter and the LAVA receiving

sets. Each exercise consist of six tape cuts. The first cut is used for equip-

ment checkout of the LAMPS/LAVA euqipment and the remaining five cuts are of
actual contacts. Following each cut, ships report their classification of the

contact. After the exercise, each ship is given its percentage of correct

classifications and this information is also transmitted to the Conmmander
Surface Forces. Pacific. However, no diagnostic information is provided

concerning the types of errors that were committed.

Training and Readiness Evaluations

The Commander Naval Surface Force, U. S. Pacific Fleet, has outlined the

requirements for training exercises and inspections that are designed to establish
and maintain maximum battle readiness. No attempt will be made here to describe

these requirements in any detail; however, a few words will be devoted to

discussing the general purpose of these evaluations.

The evaluation of battle readiness is administered to accomplish readiness

objectives in as flexible a manner as possible and to minimize formal reporting.

Operational Readiness Evaluations (OREs) are designed to analyze the overall
readiness of ships in meeting mission and operational requirements. These

evaluations consist of two separate but closely related components: battle
problems and selected readiness exercises. The primary purpose of the battle

problem is to provide a medium for evaluating the ability of all departments
on a given ship to function together as a team in simulated combat operations

and to accomplish the tasks required by the problem. All tasks cannot be

incorporated into a single battle problem; consequently, those that can best
be evaluated by separate exercises and that do not require simultaneous actions

by several departments are not considered to be part of the battle problem.

Those required operational capabilities that are not evaluated during the battle

problem, or for which additional evaluation is desired, are examined through
the completion of selected readiness exercises. All OREs involve evaluations

and grades (i.e., Outstanding, Excellent, Good, Satisfactory, or Unsatisfactory);

however, in order to minimize operational requirements, detailed evaluation

reports of individual exercises do not have to be forwarded to the Type Commander.

OREs are designed to measure battle readiness of a ship; consequently, in

,4cneral, detailed information concerning specific performance deficiencies of

team members is not gathered.
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1200 PSI Propulsion Examining Boards

In the past, the material readiness of 1200 psi propulsion plants was not

completely satisfactory, as evidenced by the fact that these plants were involved
in an Inordinate number of serious personnel and/or material casualities.

Personnel error, attributable to insufficient training in plant operation and
maintenance, was identified as a major cause of these casualties. As a result,
it was decided that a formal procedure was needed for examining 1200 PSI ships
to ascertain the state of training of propulsion plant personnel and to determine

the material condition of their propulsion plants. Consequently, OPNAV Instruction
3540.4 established 1200 PSI Examining Boards on the staffs of the Commanders
in Chief, U.S. Pacific Fleet and U.S. Atlantic Fleet. In 1976, in OPNAVINST
3540.4B, the authoritiy of these boards was extended to include the examination
of some 600 PSI steam powered ships and ships equipped with LM-2500 gas turbine
propulsion plants:

These boards provide a formal means of examining conventionally
powered ships to ascertain the state of training and qualification
of propulsion plant personnel, and to determine the material
condition of the propulsion plants. In addition they evalu-
ate the capability of the propulsion plant to meet existing
readiness standards and the capability of ship's engineering
personnel to operate the propulsion plant properly and safely.

Each board consists of a minimum of 17 officers who have had appropriate
Fleet experience and training. The boards conduct two types of examinations:
(1) Initial Light-Off Examinations and (2) Operational Propulsion Plant Examina-
tions.

Initial Light-Off Examinations (LOE) are conducted before the first light-off
of any boiler or any gas turbine during a regular overhaul, major conversion,
or restricted availability in excess of 4 months. The board interviews shipboard
personnel, administers written tests, reviews administrative procedures including
training programs, and inspects the system. Propulsion plant drills are not
formally required during a LOE. However, "simple evaluations" (such as the
ability to sample and analyze boiler water and feedwater) can be conducted at
the discretion of the senior member of the examination team.

Operational Propulsion Plant Examinations (OPPEs) are conducted no more
than 4 months after the end of a regular overhaul, restricted availability in
excess of 6 months, or post shakedown availability for new construction ships
or ships having undergone major conversions. Subsequent examinations are
administered at approximately 18-month intervals. During an OPPE, the examina-
tion team checks safety devices, administers written and oral examinations,
observes personnel as they operate equipment at sea under a variety of situations,
and observes personnel as they take part in a fire drill.

These examinations result In a judgment by the board concerning the
personnel and material readiness of the ship in question. Specific deficiencies
are identified and these must be corrected before a ship is considered to be

ready for unrestricted operation in the case of an OPPE or light-off in the
case of a LOE. Ships are reexamined by the Propulsion Examining Board to
assure that appropriate corrective actions have been taken.
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Shipboard Performance Testing

Harris and Mackie (1962) described the status of shipboard performance testing
of individuals as it existed in the first part of 1962. In 1977, that status does
not appear to have changed substantially. Harris and Mackie interviewed 233
supervisors aboard ships and at other operational commands. They found that,
excluding written examinations for advancement in rating, performance evaluations
were based primarily upon subjective impressions gained from a man's performance
on the job. However, the limited degree to which job performance tests were being
used was not consistent with the generally positive attitudes of supervisors
toward such tests. Although they were being used by only 17 percent of the
supervisors surveyed, 72 percent of those supervisors thought that performance
tests reflected performance capabilities very well. On the other hand, 97

percent were using supervisor's judgments to assess performance, but only 63
percent thought such judgments did a good job of reflecting performance capa-
bilities. Almost two-thirds of the individual performance testing that was being
done aboard ships involved the radiomen rating; this was the only rating among
those studied where performance tests were available that had been developed
by the Navy Examining Center for use in conjunction with written advancement in
rating examinations.

The two primary reasons given for not using performance tests were that
(1) such tests were not suitable or practical for the rating in question and
(2) suitable tests had not been developed or were not available.

Before concluding this section, it should be emphasized that the measurement
efforts that have just been discussed do not represent an exhaustive list of
measurement efforts that take place on Navy ships. Also, such programs come and
go and they change rapidly. However, the programs described are believed to be
fairly representative of the major types of evaluations that are currently
a part of the sailor's life.

EXPERIMENTAL PERFORMANCE MEASUREMENT EFFORTS

In the past, NPRDC and others have developed diagnostic, job performance
tests that were then administered to groups of Fleet personnel in order to
investigate various training problems. Results of their administration to samples
of Fleet personnel have consistently demonstrated the value of such tests as
a tool for detecting skill deficiencies. In the paragraphs that follow, some
examples of these testing programs will be described briefly. First, a few
words will be said about a study that investigated the general problem of
evaluating shipboard performance.

Methods of Measuring Shipboard Performance

In 1954, Wilson, Mackie, and Buckner carried out an extensive investigation
of methods for evaluating the shipboard performance of Navy enlisted p~rsonnel.
This investigation involved ti development of four types of measurement
instruments (i.e., performance rating scales, performance checklists, written
Job knowledge tests, and practical performance tests). Since the study has
been described in detail in a series of reports (Wilson & Mackie, 1952; Wilson,
Mackie, & Buckner, 1954a, 1954b, 1954c), further discussion is not needed here;
however, a number of findings should be mentioned. In fact, if the study were
to be repeated in 1977, 23 years later, the findings would probably be about
what they were in the original study.
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The researchers found that the correlations between actual job performance

tests, written tests, and rating scales were low to moderate. They indicated
that their results suggested that officers and petty officers did not have valid
information about the specific capabilities of the men that work for them.
These officers and petty officers may have had reasonably valid general m!rcs-
sions concerning their men's abilities; however, they could not have been
expected to know whether or not a given individual can perform a specific task.
Consequently, the results suggested that rating devices would be more useful
if they were oriented toward the general characteristics of shipboard performance
rather than toward specific tasks men might be required to perform on the job.
The low correlations between written and performance tests indicated that (1)
verbal understanding of a task does not necessarily imply the ability to perform
that task, and (2) ability to perform a task does not necessarily mean that
an individual can answer written questions about it. The authors concluded
that shipboard performance measures in the Navy should be designed to obtain
indications of both knowledge related to a specific job and the ability to
perform the practical work required by that job (Wilson, et al., 1954c). As
regards the problems of implementing performance testing procedures, they observed
that:

Since potential performance test users were found to agree
generally with performance criteria specialists that perfor-
mance tests are a valuable, and often the best, method of
determining a man's capability for performing the critical
tasks of his job, the primary problem in implementing the
use of performance tests becomes not one of selling the
idea of their value, but one of overcoming the practical
barriers limiting their feasibility.

The problem of feasibility can be resolved by either
changing the environment in which tests are to be used,
by developing tests acceptable and useable in the existing
environment, or both. Changing the environment would call
for an increased emphasis by Navy commands on demonstrated
performance capability through use of performance tests. In
contrast to the limited necessity for selling supervisors
and instructors on the value of performance testing, such
a change would require considerable indoctrination of
command personnel into the benefits of performance testing,
involving, as it would, the expenditure of personnel and
equipment time at the apparent sacrifice of some short-
term operational or training goals.

Resolving the problem by providing practical performance
tests "packaged" to be acceptable and useable in the existing
environment, while at the same time maintaining adequate
standards of test reliability and validity, is a formidable
challenge for the test developer. If it is difficult to
meet this challenge within the constraints imposed by the
training environment, it will be considerably more difficult
to meet it within those imposved by the operating environment.
(pp. 11 and 12)

Maintenance of the AN/URC-32 Transceiver

In a study conducted by Rigney and Fromer (1965), they observed that, over
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the years, very little criterion data had been collected by researchers that
involved actual performance testing. They did not find this surprising in view
of the many difficulties related to. the collection of such data. The major
difficulties being:

1. The collection of data on the actual performance of elec-
tronic maintenance tasks is very time consuming. It may take
a full day or longer to obtain a good sample of data on a
single technician. A relatively large number of technicians,
(e.g., 50 to 100) must be tested on a single piece of equipment
or system. Testing should be done on a number of electronics
systems, at least one of each major category, if results are
to be generalized to the entire electronic equipment comple-
ment of a ship.

2. A relatively controlled testing situation is difficult to
achieve. It is desirable to have full use and control of the
electronic system being used as the test vehicle, since the
system would have to be used on a daily basis solely for testing
purposes. In addition, good logistic and maintenance support
is required to keep the system in peak operating condition, and
it is essential to have a full set of test equipment associated
with the specific system.

3. It is often difficult to obtain the appropriate subjects
. for testing purposes. This is due to a reluctance of

maintenance officers to release their maintenance personnel
for an entire day or longer, transportation problems, and
sometimes an apprehension, on the part of the people being
tested, of being evaluated on a personal basis. The manage-
ment of subject scheduling is an additional problem.

4. It is difficult to obtain an expert observer. The
observer must be expert both in data collection and as an
electronics technician, especially on the system being used
as a test vehicle. (pp. 3 and i)

Rigney and Fromer (1965) were able to overcome most of these difficultics
when they collected criterion information on electronic technician skills in
performing corrective maintenance of the AN/URC-32 transceiver. The fact thait
it takes a considerable amount of time to administer performance tests was
accepted as part of the cost of the project. However, the testing time was
held down to 1 day in order to avoid the problem of recalling subjects. Me
problem of getting a reasonable sample of technicians to a suitable, well
controlled testing site was solved by setting up the testing vehicle in a buildig
within the Long Beach Navy Base where it was within walking distance of
destroyers, cruisers, and tenders. The expert observer problem was solved hN
obtaining a maintenance expert and training him in the fundamentals of obstrva-
t ion.

Fhis study utilized a system for classifying corrective laintenance t.sk
that had been developed previously by Rigney, Cremer, and Towne (1965). Four
tests were developed t-hat measured performance on four major parts of this

c-lnasification scheme: system state recognition, localization, circuit isela-
ti n, and component isolation. The system state recognition test measured the
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ability of technicians to recognize whether or not the transceiver was func-

tioning correctly in each of its ten modes, and the localization test measured

the technician's ability to utilize symptom information and localize a problem

to a "fault area" within the system. The circuit and component isolation tests

measured the ability of technicians to isolate the trouble to one of several

possible faulty circuits or to a single component within a faulty circuit,
respectively.

The test was administered to 54 Fleet electronic technicians, all of whom
were responsible for the maintenance of the AN/URC-32 on their ship. The test
results showed that very few of the technicians tested could successfully perform
the system state recognition and fault localization tasks. They were somewhat
better at circuit and component isolation; however, their success was highly
dependent upon the nature of the malfunction. According to Rigney and Fromer,
the major weaknesses in specific skills were:

(1) an inability to operate the equipment properly in all
of the modes of operation, accompanied by a poor understanding
of the less frequently used modes, (2) an inability to abstract
information from technical manuals regarding the relationships
between circuitry and front panel indications, or a lack of
prior knowledge concerning these relationships, and (3) an
inability to use test equipment properly and efficiently.
(p. 62)

The researchers were able to make a number of training, hardware design, and
software recommendations for improving corrective maintenance of the AN/URC-32.

Proficiency of JEZEBEL Operators

At the request of the Chief of Naval Operations (OP-56), NPRDC carried out
an extensive testing program designed to obtain information concerning the
gram-analysis proficiency of JEZEBEL operators. With the aid of a group of
JEZEBET, instructors, alternate forms of a job-sample test were developed.

These tests were administered in VS and VP squadrons early in 1969, in mid-1969,
and early in 1970. A total of 1,749 useable returns were obtained. The test
results not only identified a number of specific performance deficiences, but
also showed that proficiency decreased markedly over time because the operational
training structure had no provisions for systematic refresher or review training.
As a result of these findings, self-study training materials were introduced
into the squadrons, and a systematic gram analysis procedure was developed that
was designed to eliminate many of the types of common errors that the testing
program identified. An evaluation of these materials indicated that their
Fleet-wide use could increase classification accuracy by as much as 20 percent.

Submarine Sonar Operator Classificatlon Skills

In 1968, Mackie, Parker, and Dods of Human Factors, Inc., carried out what
was probably the first comprehensive attempt to measure the classification ability
of submarine sonar personnel. They discovered that there were very ,xtensive
individual differences among submarine sonar personnel in their ability to
claqsify sonar contacts. To a considerable extent, these differences were
a,;soclated with amount of operational experience. The results suggested that

considerable Improvement in the average level of Fleet performance was possible
through more extensive initial training or more frequent refresher training.
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As a result of this study, Mackie (1968) recommended that the classification
Skills of all submarine sonarmen, supervisors, and Instructors be measured at

least once a year by means of objective performance tests. lie further suggested
that advancement in rate be made, in part, contingent upon satisfactory perfor-

mance on classification tests. In 1972, the National Security Industrial

Association Report on ASW (Buaas, 1972) observed that the requirement for the

development of standardized performance tests for assessing progress and opera-
tional readiness of sonar operators, sonar officers, and ASW teams had still
not been met. Although this had again been determined to be an urgent require-
ment. Even closer to the present, in 1974 Mackie observed that to his knowledge
neither of his earlier recommendations had been implemented although the need
seemed greater than ever (Mackie, 1974). Today, in 1977, this requirement has
still not been met.

Building on Mackie's work, NPRDC carried out research concerning the ability
of submarine sonar operators to classify sonar contacts by means of sonar infor-

mation presented both in the form of sound frequency grams and aurally. Using
a testing format that was based upon an analysis of the classification task aboard
a modern nuclear submarine, data was gathered on the ability of operators (1) to
recognize and identify relevant gram signature characteristics and audio cues,
(2) to integrate this information, and, (3) finally to classify correctly various
contacts. The test results pointed out specific performance deficiencies that
were considered to be correctable by modifying the training procedures utilized
at that time. The most important deficiency found was that personnel were not
utilizing any specific system when integrating either aural or gram information.
As previously mentioned, similar deficiencies were also found by Mackie. In
an attempt to partially remedy this situation, the classification tasks of
submarine sonar operators were analyzed and decision-action-diagrams (decision
trees) were constructed to aid in the cue integration process. Evaluations
of these procedures showed that a small amount of training, followed by use
of the decision trees as job aids, resulted in significant improvements in the
performance levels of Fleet personnel. For example, on one very critical set
of tasks, the average pretest to posttest improvement was 36 percent.

Use of Electronic Test Equipment

As part of a survey of the duties, training, and proficiency of sonarmen,
diagnostic performance tests were developed (Anderson & Pickering, 1959) that
measured ability to use electronic test equipment (i.e., volt-ohm-meter, vacuum
tube volt meter, oscilloscope, and signal generator). These tests were admin-
istered to 396 Pacific Fleet sonarmen. It was found that proficiency was much
lower than anticipated; on the average, the ability of sonarmen at all grade
levels was poorer than desirable. The diagnostic test format permitted the
fairly precise pinpointing of the specific types of errors being committed.
This diagnostic information resulted in the development of modified training
procedures and marked improvement in the performance of "A" school graduates
(Pickering & Abrams, 1962). It is interesting to note that, whenever technicians
are tested on their ability to use electronic test equipment, in general,
performance is found to be less than adequate. In the past, th1 has been true
for surface sonar technicians (Anderson & Pickering, 1959; Branks, 1966), submarine
Sonar Technicians (Anderson & Pickering, 1959; PTEP Evaluation, 1976), Electronics
Technicians (Anderson, 1962), Fire Control Technicians (Bilinski, 1965), and

issile Technicians (Taabs, Panel], & Pickering, 1977). As a result of such
testing, corrective measures are often taken; however, it does not appear th;t
icre~ases in proficiency are maintained over long periods of time. Perhaps what
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is needed here is some procedure for periodically testing samples of Fleet

electronic technicians on critical skills like the use of test equipment.

The Personnel Readiness Training Program

The Personnel Readiness Training Program explored the feasibility of utilizing.

diagnostic, performance-oriented tests to identify critical skill deficiencies
and of developing individually prescribed shipboard training packages to correct

them (Anderson, Laabs, Winchell, & Pickering, 1977; Laabs, Harris, & Pickering,
1977; ILaabs, Panell, & Pickering, 1977; and Winchell, Panell, & Pickering, 1976).
Prototype testing/training packages were developed for three areas of application:
(1) maintenance tasks performed by Missile Technicians (MTs) on the Missile
Test and Readiness Equipment (MTRE MK-7, MOD-2), (2) operator tasks performed
by submarine Sonar Technicians (STs) on the AN/BQR-20A passive real-time
frequency analyzer, and (3) operator and maintenance tasks performed by Boiler
Technicians (BTs) on the 1200 PSI Steam Propulsion Plant.

The program's experimental design called for three groups of subjects in
each area of application. These groups were a Control Group, a Diagnostic Fecdhack
Group, and a Diagnostic Feedback + Training Group. All three groups were given
a diagnostic pretest and, after an intervening period of approximately 5 months,

they were given a posttest. For all groups, the time between pretest and post-

test was occupied with regular duties. After the pretest, members of the Control
Group were provided only with the overall percentage of test items they had

performed correctly; they were not given any specific feedback. Members of
the Diagnostic Feedback Group were provided with specific feedback information
with respect to the performance weaknesses revealed by the pretest, but, like the

Control Group, they were not provided with information on how to correct their
deficiencies. Members of the Feedback + Training Group were given immediate
feedback on their specific deficiencies and a specifically selected set of
training materials designed to correct individual deficiencies. It was suggested
that the time between pretest and posttest be partially occupied by working
with the training materials.

The sampling unit tor this study was a ship. Twelve ships were involved
for each of the three areas of application: four ships for the Control Group,
four for the Diagnostic Feedback Group, and four for the Diagnostic Feedback
+ Training Group. On each participating ship, all pertinent personnel were
included.

For the BQR-20 application, two diagnostic tests were developed: a perfor-
mance test and a written test. For the performance test, the BQR-20 was inter-

faced with an UNQ-7 tape recorder. Four test tapes provided inputs to the system--
three contained simulated sonar signals and one contained active sonar transmissions.
The test involved search, contact investigation, and tracking tasks; signal-to-
noise ratio calculations; and a ping interception task. The written test contained
42 items covering knowledge considered essential to the effective operation
of the BQR-20.

For the MTRE application, four diagnostic tests were developed: a prevent ive
maintenance test, a corrective maintenance test, a simulated troubleshooting
test, and a test equipment test. The preventive maintenance test consisted
of three problems in which technicians were required to perform various riainte-
nance checks on the actual MTRE equipment. The corrective maintenance test
consisted of two troubleshooting problems on the actual MTRF equit--ent--one
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involving a prefaulted module and the other, a misadjusted potentiometer on
an amplifier card. This test was administered, in place of the preventive
maintenance test, to the one MT on Vach suhmarine who had primary responsibility
for MTRE during the submarine's last patrol. The simulated troubleshooting test
was a paper-and-pencil test designed to measure the ability of the MT to logically
apply his knowledge of equipment maintenance. For the test equipment test, a
specially designed test signal generator was used to provide the electronic
signals for the eight test problems. Problems involved use of the oscilloscope
(USM-281), the differential voltmeter (John Fluke), and the volt-ohm-microammeter
(Simpson).

Two diagnostic tests were developed for the 1200 PSI Steam Propulsion Plant
application. The first of these was a multiple-choice test on basic mechanical
skills and knowledges. This test described job situations and the questions

involved many actions that simulated those occurring on the job; (e.g., identifying
hand tools, reading measurement devices, recognizing equipment components, and
interpreting charts, tables, and diagrams). The second test was a 28-item

multiple-choice test on the use of the Engineering Operational Sequencing System
(EOSS), which is a detailed system of operating procedures for the 1200 PSI
Steam Propulsion Plant. If this system is understood and used correctly, it
should result in safe steaming of the plant by propulsion engineering personnel.
The test involved reading and interpreting a variety of EOSS documents that
were reproduced in the test booklet. It should be noted that the only place
it woula have been feasible to carry out an actual performance test of propulsion
plant procedures was aboard ships. Although the specifications for such a test
were developed, it was not possible to get permission to do any performance
testing aboard ships.

On the basis of job task analyses, remedial training materials were developed
for each of the three applications. These materials were packaged in such a way
that they could be assigned in relatively small modules to match areas of weakness
revealed by the test.

A total of 63 MTs, 56 STs, and 163 BTs were tested. In general, it was
found that providing testees with feedback alone did not result in improved

performance, and that performance deficiencies can be corrected through remedial
training if the training materials and procedures are used appropriately. From
the standpoint of this paper, the fact that in all three areas significant perfor-
mance deficiencies were found is of more interest. For example, in the AN/BQR-20A
application, over all groups on the pretest, only 75 percent of the front panel
and CRT controls were set correctly on the search task, 65 percent on the contact
investigation task, and 67 percent on the tracking task. As described by Winchell,
et al. (1976) this finding is of real concern to the Navy:

While it is accurate to say that, under some conditions, all
of the available contact information may be obtained even
when certain front panel controls are set improperly, the
danger is that, on other occasions, these improper settings
may make it unlikely that vital contact information will be
obtained. Further, in other more serious cases, certain
settings on some switches make it impossible to obtain
contact information. Additionally, overdriving the signal,
a condition observed frequently during testing, may create
spurious, system-generated artifacts that can mask real
contact information or be misinterpreted as relating to
a nonexistent contact. (p. 14)
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In the MTRE application, the pretest results indicated that there were numerous
serious deficiencies. In fact, the initial performance levels were so low that
almost all MTs were assigned the entire remedial training package. Prier to
testing, it had been anticipated that a considerable number of MTs would require
little or no remedial training (Laabs, Panel!, & Pickering, lq77). In Elhe Steoim
Propulsion Plant application, the pretest results showed that there were many
deficiencies in answering sets of perfomnance-oriented written test items related
to the operation and maintenance of the 1200 Pound Steam Propulsion Plant. Th.
seriousness of the problem is indicated by the fact that the test only covered
basic skills and knowledges that were considered to be essential for proper
operation and maintenance of the plant (Laabs, Harris, & Pickering, 1977).

There were probably many reasons for the deficiencies that were found in
the Personnel Readiness Training program; however, these reasons will not be
discussed here. It is sufficient to note that serious deficiencies were found
and that it is probable that comparable deficiencies exist in relation to many
other job skills. The authors of this paper believe that the only way to detect
such deficiencies is through some sort of programatic performance testing of
samples of Fleet personnel.

Aviation Maintenance Skills

From the preceding paragraphs, it can be seen tbat, in general, when perfor-
mance tests previously have been administered to groups of Fleet personnel, a
number of deficiencies have been detected. However, it should be pointed out
that this is not always the case. For example, Jones and Abrams (1960a, 1960b)
administered performance tests to 61 Aviation Electronics Technicians (ATs) and
27 Aviation Structural Mechanics (ANs) who had just entered the Fleet upon
graduation from Class "A" School. The same tests were also administered to
44 ATs and 27 AMs who had Fleet experience. The ATs were tested on use of test

equipment, soldering procedures, troubleshooting procedures, and use of manuals
and publications. The AMs were tested on interpretation of shop drawings, shop

computations, and selection of materials and preparation for riveting, welding
and cutting with a torch. In general, the test results showed that most "A"
School graduates could perform in a satisfactory manner. The experienced men,
however, performed at a considerably higher level.

A LOOK TO TIIE FUTURE

Where do we go from here? Since World War II, investigator after investi-
gator has recognized the need for quality job performance data in order to
properly evaluate the effectiveness of such personnel practices as selection
and training. Unfortunately, however, it is very clear that useful job perfor-
mance testing is difficult, expensive and demands substantial expertise. It
is evident that the cost of measuring all aspects of job performance for all
Navy incumbents would be prohibitive. As one possible solution to these problems,
NPRDC has initiated the development of what we call a performance proficiency
assessment system. A fundamental notion un(lerlying this development Is that
we will be attempting to evaluate the personnel processes such as selection,
assignment, training, and on-the-job training rather than attenpting to evaluate
every individual who occupies a job of interest. FurthLermore, we will concern

ourselves only with critical and Important skills rather than all skills. What
we are proposing is a quality control approach similar to that used in the
manufacturing of Industrial products. This approach will require:
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I. An identification of critical and important tasks.

2. The establishment of appropriate performance criteria relative to critical

tasks.

3. The development and implementation of appropriate sampling procedures
relative to both tasks and job incumbents.

4. The application of effective procedures for measuring the performance
of job incumbents in quantifiable terms.

5. An understanding and quantification of the personnel processes that
bring individuals to their jobs.

6. A capability for analyzing performance data and relating results to
appropriate personnel processing practices.

7. A capability to provide personnel managers with appropriate and under-

standable reports.

For our development of a prototype system, we have selected two enlisted
ratings for study: The Interior Communications Electrician and the Surface
Sonar Technician. We start this effort with a full recognition that if we are
to be even moderately successful we will have to overcome fairly horrendous
obstacles.
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PERFORMANCE MEASUREMENT OF MAINTENANCE

John P. Foley, Jr.
Advanced Systems Division

Wright-Patterson Air Force Base, Ohio

ABSTRACT

This paper discusses the status of performance measure-
ment (PM) for maintenance. During and after World War II
both Navy and Air Force maintenance training programs
made extensive use of formal job task performance tests.
But for economy reasons, these tests were later abandoned
in favor of paper and pencil theory and Job knowledge
tests. Considering the results of later research, these
actions were most unfortunate. This research has indi-
cated that such paper and pencil tests do not indicate
how well individuals can perform the tasks of their jobs.
Even though PM was used extensively during and after W II,
there have been few systematic research and development
(R&D) efforts concerning the refinement of PM for
maintenance. This paper describes briefly the AFHRL
R&D efforts for PM which have given due consideration
to the man-machine interface. The rather promising
results of efforts to develop symbolic substitutes
for PM are also presented. In addition, several problems
concerning the research, development, and implementation
of PM are discussed. The paper ends with proposals for
future R&D efforts based on what has already been
accomplished.

A LITTLE PERFORMANCE MEASUREMENT HISTORY

Performance Measurement (PM) efforts are not something new for the Defense
Establishment. But many of the past PM efforts were not adequately documented.
As a result, even their existence has been forgotten. From personal experience
during World War II, I know that the training establishments of both the Army
Air Force and the Navy made extensive use of such measurements for such main-
tenance job tasks as checkout, alignment, and troubleshooting.

I do not know exactly when PMs were de-emphasized in Navy maintenance training
programs. However, in 1962 Harris and Mackie indicated that PMs were not being
used in Navy training and field activities because it was generally felt that
they required too much equipment and personnel time to be feasible.

In the Air Force, an active and substantial PM program continued until 1956.
These measurement programs for the Air Training Command (ATC) of the Air Force
and its predecessor, the Army Air Force, included elaborate checkrooms. To in-
crease measurement objectivity and decrease instructor bias, these checkrooms
were manned by full-time test administrators, whose sole job was to develop and
administer both written and performance tests. In most cases, these checkrooms
were equipped with their own hardware systems or subsystems which were used
exclusively for PMs. This program required a substantial amount of equipment
time, as well as test subject and test administrator time.
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In 1956, almost all checkrooms were abolished to save money, equipment, and

personnel. An often used argument in favor of this action was that most civilian

schools did not have checkrooms and that instead, in civilian schools, the class-

room, laboratory, or shop instructors were responsible for measurement and grading,
which was true. But the weakness in this argument is that, in most cases, the

shop instructors in civilian vocational schools did not have time to administer
PM efforts and also supervise shop exercises. As a result, the Air Force had a

far superior and more valid measurement system than civilian vocational schools.
Another argument was that the resources required for PM efforts could not be
justified since they were not part of the directed mission of the ATC.

But no matter what the reason, there was a drastic decrease in the number of PMs
used in ATC after 1956. The decrease or elimination of PMs resulted in complete
reliance on paper-and-pencil theory and job knowledge tests as measures of school
success. The absence of PMs resulted in a decreased emphasis concerning "hands
on" equipment exercises in maintenance training programs, especially those for
electronic maintenance training.

Early Air Force R&D for Maintenance PM

Although the use of PMs in ATC did encourage the use of valuable "hands on" training,
the PMs used did not reflect a systematic development process. As a result, their
quality varied greatly from checkroom to checkroom. These and other weaknesses
of the PMs used in ATC were recognized by personnel of the Maintenance Laboratory
of the Air Force Personnel and Training Research Center (AFPTRC) in the early 1950s.
(This Maintenance Laboratory, located at Lowry Air Force Base, was directed by

Dr. Robert M. Gagne). This measurement research and development (R&D) continued
until the demise of that laboratory in 1958.

One output of this effort intended for improvement of the development and admini-

stration of PMs was "A Guide for Use in Performance Testing in Air Force Technical
Schools" (Highland, 1955). However, this useful document was published too late.

Due to the closing of checkrooms and the resulting de-emphasis of PM, this guide
received little or no use in ATC. However, if it had been followed, it certainly
would have resulted in improved PM. One serious shortcoming of this guide, as
viewed from today's vantage point, was the undue credence it gave paper-and-pencil
measures.

In this regard, another important document of the Maintenance Laboratory reported
the intercorrelations of measures concerning the proficiency of radar mechanics
(Crowder, Morrison, and Demaree, 1954). This was one of the early studies which
reported extremely low correlations between results of PM and results of paper-
and-pencil theory and job knowledge tests. During the 1950s and early 1960s,
there were a number of other studies that produced similar findings. This
matter will be discussed later.

It certainly was unfortunate for the quality of maintenance that the use of PM
was de-emphasized. But, at the time of these actions, much of the information
now available about the weaknesses of paper-and-pencil tests for measuring
qchool and job success had not been published. Even the most ardent supporters
of checkrooms and PM in ATC had much more faith in the value of such paper-and-
pencil tests than the subsequent research indicated. So, under such circumstances,
one cannot be too critical of the decision makers who caused the elimination or
c-emphasis of PM. Perhaps, if such information had been presented at that time,
ATC would have retained their checkrooms and their PM.
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Early PM Efforts of the Advanced Systems Division (AFHRL)

With the abolishment of AFPTRC in 1958 and the resultant closing of its Maintenance

Laboratory, the Air Force maintenance research responsibility was transferred to

the Behavioral Sciences Laboratory (BSL) at Wright-Patterson Air Force Base, Ohio,
with greatly reduced manpower and monetary support. Since none of the research

personnel was transferred with the responsibility and all of the ongoing projects
had been cancelled, the research program, conducted by the Training Research
Division of BSL, was not a true continuation of work of the Maintenance Laboratory.
(In 1968, the Training Research Division of BSL became part of the newly formed
Air Force Human Resources Laboratory and eventually was renamed the Advanced
Systems Division (AS) of AFHRL).

The maintenance R&D supported by BSL and its successor, AFHRL/AS, has been char-
acterized by its emphasis on the maintenance man's interface with the hardware
being maintained, as well as the improvement of his efficiency of performance
on the job. Before an extensive program was started, an in-house analysis was
made concerning the variables that contribute to the performance of maintenance
(see Foley, 1973, pp. 14-16). Eventually three closely related R&D programs
resulted; namely, performance measurement, job performance aids (JPA), and job
(task) oriented training (TOT). In each of these programs, a determined effort
was made to make maximum use of the previous R&D conducted by Army, Navy, and
Air Force including the AFPATRC work. The planning of new work for each pro-
gram was preceded by an in-depth review and analysis of the R&D literature.

In regard to the literature reviews and analyses made for PM (Foley, 1967, and
Foley, 1974), many valuable PM efforts have been reported by the Army, Navy,
and Air Force. However, most of these efforts have aot been systematic efforts,
having as their prime objective the improvement of the star -of-the-art of PM.
Rather, they have been ad hoc PM developments to suppoct job-oriented training
research programs. A notable exception was the work of the AFPTRC Maintenance
Laboratory. (Another more recent systematic Army effort, accomplished by the
Human Resources Research Organization (HumRRO), was not covered in these reviews
(Vineburg and Taylor, 1972 a & b; Vineburg, Taylor, and Caylor, 1970; Vineburg,
Taylor, and Sticht, 1970)). As to civilian R&D, during the initial PM literature
review (Foley, 1967), a serious attempt was made to identify and include the
results of PM R&D from the civilian vocational education establishment. None
was found.

A substantial outcome of the review of other PM efforts was a consolidation of
research results concerning the correlations between results of PMs for various
maintenance tasks and paper-and-pencil theory tests, job knowledge tests, and
school marks. As to their value for measuring ability to perform maintenance
tasks, this research evidence gives a low rating to all of these paper-and-pencil
based measures of school and job success. Table 1 shows correlations that have
been obtained by comparing job task performance tests (JTPT) to theory and job-
knowledge tests, both of which are paper-and-pencil tests. Table 1 also includes
correlations of JTPT with school marks. As indicated earlier, school marks have
been heavily weighted with the paper-and-pencil test scores. An examination of
this table indicates that the correlations of JTPT scores with theory test
scores are generally somewhat lower than with job-knowledge tests. None of

these measures are sufficiently valid for use as substitutes for JTPT (Foley,
1967 and 1974).
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THE MAN-MACHINE INTERFACE FOR MAINTENANCE

As stated previously, the maintenance R&D supported by AFHRL has emphasized the

man-machine interface. From this point of view, PM for all personnel assoc iated

with machine systems must determine the ability of such personnel to perform
tasks generated by the man-machine interface. Although there may be some overlap,
most of the task functions demanded by a machine system of its operator personnel
are different than those task functions demanded of its maintenance personnel.
Herein, lies most of the unique, distinguishing characteristics of PM for
maintenance. As a result, this section ot my paper will be devoted to a dis-

cussion of the complexity of maintenance task functions.

Past Human Factors Emphasis

Before discussing the characteristics of task functions for maintenance, it might
be well to call attention to the fact that human factors establishments have
given much more attention to the operator interface with machines than they
have given to the maintenance personnel interface. Many actions are taken to
maximize effective and efficient performance of the operator. Work stations
are human engineered to maximize the efficiency and comfort of the human operator.

Major training facilities are provided, so that operators can receive a large
amount of supervised practice in performing typical tasks of their job. Gradu-
ation from training is based primarily on demonstrated ability to perform job
tasks. Further, periodic checks are made of the operator's ability to perform
the critical tasks of his job. These, of course, are not all of the many efforts

made to maximize the performance of human operators.

Cenerally, the human factors establishment has given little attention to the
effectiveness and efficiency of the maintenance man's interface with hardware.
The maintenance work, including the PM work of AFHRL/AS, has emphasized this

neglected interface.

The Structure of the Man-Machine Interface for Maintenance

One of the results of our R&D for maintenance has been the evolution and arti-

culation of a structure for handling maintenance functions and their complex
relationships in a systematic manner. This structure includes: (1) standard
maintenance functions and action verbs, (2) a working definition of a maintenance

task, and (3) schemes for handling the complexities of maintenance tasks.

Standard Maintenance Functions and Action Verbs. The establishment of
standard maintenance functions and action verbs has been one of the widely

accepted results of the Air Force Systems Command's (AFSC) JPA effort entitled
"Presentation of Information for Maintenance and Operation" (PIMO). (Although

the PIMO project was managed by the Space and Missile Systems Organization (SAIMSO)
of AFSC, AS provided active participation and technical inputs during the entire

project from 1966 through 1969. AS has incorporated the key findings and outputs
of PTMO in its own JPA efforts.) Early in the PIMO project, it was found that
miny maintenance action verbs and functions were used by maintenance people,
;,ome with several different meanings. Part of this confusion was caused by the
1anguage used in maintenance technical orders, which were written by different
people and produced by many different hardware manufacturers. As a result,

ma;intnance technicians themselves did not generally use precise language. A
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study was made to identify and define these action verbs. Where two or more

verbs were used to indicate a similar action, the preferred verb was selected,
based on the expressed preferences of a sample of maintenance men with a wide

range of maintenance AFSC. The use of the preferred verbs of this list is now
a firm requirement of Air Force technical order specifications, as well as of
recent Army and Navy specifications (see Joyce. Chenzoff. Mulligan. and Mallory.
1973. pp. 97-142).

A Working Definition of a Maintenance Task. Within this list of action
verbs are a number of key action verbs (functions). A key action verb, with
an appropriate specific hardware unit as its predicate, becomes a task statement.
Such a task statement represents a maintenance task which can be demanded by
the existence and operation of a specific machine subsystem. A list of these
functions is found in AFHRL-TR-73-43(I) (Joyce et al., 1973, pp. 19, 20). This
list includes functions which are found in both mechanical and electronic jobs.
Some apply to only mechanical jobs and some apply to both.

Schemes for the Systematic Consideration of Maintenance Functions and Tasks.
Three schemes have been developed for the systematic consideration of maintenace
functions and tasks and the key factors that affect them.

1. Scheme One. A convenient model for categorizing these maintenance
functions with relation to the type of hardware and the level of maintenance is
presented in Figure 1. The common maintenance functions, already mentioned to-
gether with the usage of test equipment and hand tools, are represented on one
axis of the model. Since mechanical and electronic subsystems usually require
a different variety of maintenance actions, they are represented by another axis.
(In regard to this axis, mechanical maintenance could be further divided into
two categories, one represented by hardware such as jet engines; and another,
by hardware such as airframes and tank and ship hulls.)

The third axis of the model represents the three levels or categories of main-
tenance now found in the military services. Organizational maintenance, the
first level, is usually aimed at checking out a whole machine subsystem and
correcting any identified faults as quickly as possible. Flight line mainten-
ance falls in this category. If a system is checked out and it does not work,
the line replaceable unit (LRU) or "black box" causing the malfunction is
identified and replaced. This major component is then taken to the field shop
(intermediate maintenance) where it is again checked out and the faults,
authorized for correction, are corrected. The corrective actions, authorized
at the intermediate level, vary greatly from system to system depending on the
maintenance concept of each system. On some systems, the maintenance man will
troubleshoot the "black box" to the piece part level. In more modern equipment,
he will identify a replaceable module made up of many piece parts. Some modules
are thrown away, others sent to the depot for repair. Any LRUs which the field
shopsare unable, or unauthorized, to repair are sent to the depot for overhaul.

Organizational and Intermediate level organizations are manned primarily by
enlisted technicians whose average length of service is rather short (slightly
more than 4 years in the Air Force). Depots are manned largely by civilian
personnel with a much higher level of experience and longer retention time.
Using this model, It has been possible to specify areas of concentration for
study.
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Since PM requirements for maintenance are so different for the various blocks

indicated in this model, it is extremely important that PM researchers indicate

the precise blocks of their concentration. To date, the AFHRL/AS has concen-

trated on the shaded electronic portions of this model (Figure 1). The resultant

model battery of 48 JTPT, together with their symbolic substitutes, will be

described later. In addition, a battery of 11 JTPTs was developed on an ad hoc

basis (Shriver and Foley, 1975) for mechanical tasks at the organizational level

of maintenance (see shaded portion of Figure 2). The HumRRO work, mentioned

previously (Vineberg and Taylor, 1972 a & b; Vineburg, Taylor, and Caylor, 1970;

Vineburg, Taylor, and Sticht, 1970) was concerned with mechanical hardware (tank
and truck). The 13 tests developed concerned the maintenance functions which

are indicated by the shaded portions of Figure 3.

2. Scheme Two. Maintenance functions have limited meaning unless applied

to specific hardware. A task identification matrix (TIM) is an extremely effective

and necessary device for interfacing these maintenance functions with the appro-

priate hardware units and thus identifying the maintenance tasks that are generated

by a specific machine subsystem (see Figure 4). The TIM, when properly structured,
will reflect the maintenance level or levels of interest; that is, organizational,

intermediate, and/or depot. AFHRL-TR-73-43 (I) (Joyce et al., 1973, pp. 16-37)

provides detailed directions for developing a TIM.

3. Scheme Three. A matter of serious concern when developing and

structuring PM for maintenance tasks is the interaction among the maintenance

tasks for one hardware. A four-level hierarchy of dependencies can be stated.
Figure 5 gives a graphic presentation of these dependencies among maintenance

activities for an electronic hardware.

The checkout of the AN/APN-147 (Doppler Radar), for example, can be a task in its

own right. But the same checkout activity becomes an element of other major tasks

such as calibrate. The calibration of doppler radar includes the operation of

specific general and special test equipments, the use of specific hand tools,

as well as the checkout activity. Troubleshooting of an electronic equipment,

such as AN/APN-147, requires the use of general and special test equipments.
It may be necessary to remove and install activities and/or to adjust, align,

and calibrate activities. Efficient troubleshooting practice usually requires

the use of a cognitive strategy to adequately track the dependent activities

(but the cognitive strategy in itself is not troubleshooting). Any trouble-
shooting task should begin and end with an equipment checkout. Because of these

various and varying dependency relationships, such activities as checkout, remove,

install, disassemble, adjust, align, calibrate, or troubleshoot cannot legiti-

mately be considered as discrete tasks, even for one electronic system.

Another confounding factor is the false correspondence that the same functional
verbs create when applied to different electronic hardware. For example, person-

nel with the Avionics Inertial and Radar Navigation Specialist, AFSC 328X4, are
maintaining at least 50 major electronic subsystems. Many vintages of hardware

design are represented. The checkout activity for each is different (both in con-

tent and difficulty) and, in some cases, very different. The lack of corrcspon-
d(nce of alignment, cal ibration, and troubleshooting tasks from one specific eq uip-
ment to another is even greater. An example of the lack of correspondence from

one hardware to another is the wide difference in the content and diffiiiltv of

troubleshooting tasks between two doppler radars. Thu AN/APN-147, which is
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used on the C-130 and C-141, has approximately 14,000 shop replaceable units

(SRU) whereas the IDNE on the C-5 has only 28. This lack of correspondence of

functions across electronic hardware makes it difficult to generalize from re-

sults of PM from one electronic hardware to another. One exception is in the
area of general test equipment which may be used in performing maintenance tasks
across many hardware subsystems.

The examples given are characteristic of many of the electronic maintenance AFSC.
Similar problems in complexity of maintenance functions and tasks are found in
mechanical hardware, but to a lesser degree.

Maintenance Functions and Tasks and Traditional Psychological Variables

In this consideration of the characteristics of maintenance functions and tasks,
the psychological language normally used by human factors specialists in describing
the activities of operator personnel has not been used. There are several reasons
for this. Such analyses would be extremely expensive to generate and would be of
little value to maintenance, personnel, and training people. In most cases, a
task (generated by a maintenance functional verb plus its specific hardv:are
unit) is considerably different from another task (generated by the same func-
tional verb plus a different hardware unit). A separate human factors analysis
would have to be made for each of these tasks. Some maintenance specialities
now include over 50 major electronic subsystems--most of which produce hundreds
of such tasks.

A traditional human factors type of task analysis for such tasks, if properly
utilized, would probably be of great value during the original design of a
specific hardware or for the design of realistic training simulators. But
most of maintenance personnel interface with such subsystems long after their
design. The type of task analysis required for the maintenance man calls for
a different language. The functions used in this discussion of PM are, therefore,
based on a common language that is familiar to (if not always completely under-
stood by) a wide range of DOD personnel directly or indirectly associated with
maintenance.

)EVELOPMENT OF PM AND SYMBOLIC SUBSTITUTES FOR PM

Starting in 1969, the Advanced Systems Division of the AFHRL supported a modest
program to provide the Air Force with the necessary tools for measuring the
ability of maintenance personnel to perform the key tasks of their jobs. The
scope of this work was limited to the maintenance of electronic hardware at the
organizational and intermediate levels (see shaded portion of Figure 1). This
program had two objectives: (1) to develop a model battery of JTPTs together
with appropriate scoring schemes for the measurement of the task performance
ability of electronic maintenance personnel (an effort was to be made for the
development of JTPTs which could be easily administered), and (2) using these
JTPTs as criteria, to develop and try out a series of paper-and-pencil symbolic
substitute tests that would hopefully have high empirical validity.

Criterion Referenced Job Task Performance Tests

A model battery of 48 criterion-referenced JTPTs and a test administrator's
handbook were developed for measuring ability to perform electronic maintenance
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tasks. Copies of the actual instructions for test subjects together with the

test administrator's handbook are vailable from the Defense Documentation
Center (DDC) as AFHRL-TR-74-57 (II), Part II (Shriver, Hayes, and Hufhand, 1975).
The test administrator's handbook was developed with step-by-step detailed
instructions so that an individual with a minimum of electronic maintenance

experience can administer the tests.

The battery includes separate tests for the following classes of job activities:
(1) equipment checkout, (2) alignmert/calibration, (3) removal/replacement,

(4) soldering, (5) use of general , special test equipment, and (6) trouble-
shooting. The Doppler Radar AN/APN-147 and its Computer AN/ASN-35 were selected
as a typical electronic system for use as the testbed for this model battery.
The soldering and general test equipment JTPTs are applicable to all electronic
technicians. The other tests Df the battery apply to technicians concerned
with this specific doppler radar system. A detailed description of the develop-
ment and tryout of these JTPTs is given in AFHRL-TR-74-57 (II) (Shriver and
Foley, 1974a). Each class of activity for which JTPTs were developed contains

its individual mix of behaviors, but it is not mutually exclusive. As indicated
in Figure 5 and Table 1, a four-level hierarchy of dependencies exists among

them.

After considering product, process, and time as to their appropriateness for
scoring the results for each activity, it was decided that a test subject has
not reached criterion until he had produced a complete, satisfactory product.
This was a go, no-go criterion.

Table 2 summarizes the number of tests, problems, and scorable products by
class developed for the AN/APN-147 and AN/ASN-35. The simple addition of numbers

shown in Table 2 indicates that there are 48 tests, 81 problems, and 133 scorable
products. But, these numbers tell us nothing in terms of the content of the tests.
To say that one test subject accomplished 100 scorable products while another
accomplished 90 tells us nothing about the job readiness of these individuals
or that one is better than the other. The varieties of scorable products are
so diverse that any combination of them, without regard to what they represent,
is meaningless. The only meaningful presentation of such information must be
in terms of a profile designed to attach meaning to such numbers. A sample of
such a profile is shown in Figure 6.

This profile is not presented as the final solution to the profile problem for
JTPTs for electronic maintenance. It does contain most of the important inform-
ation regarding a test subject's success on the full range of tests. Also, it
gives a meaningful picture of the subject's job task abilities as measured by
the test battery, indicating the subject's strengths and weaknesses.

An examination of the profile (Figure 6) indicates that most of the tests in
this battery contain only one problem. For example, there are two checkout tests,
having one problem each and there are 11 troubleshooting tests having one problem
each. There are two soldering tests; one has two problems and the other has three.
The voltohmmeter (VOM) test has 20 problems.

The sub ie-t receives no "credit" for a problem unless he obtains all of the
etxpected products. No attempt is made to combine these scores in terms of
weainingless numbers.
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The hierarchy of dependencies discussed previously (Figure 5) has implications

for the order in which tests are administered, as well as for diagnostics. For

example, since troubleshooting includes the use of test equipment and other

activities in the hierarchy, logic would dictate that, in most training situa-

tions, the administration of the tests for the subactivities would precede the

troubleshooting tests and that a test subject would not be permitted to take
the troubleshooting tests until he had passed these other subtests. Under some
circumstances, one may wish to reverse the process. A subject who successfully
completes selected troubleshooting or alignment tests can be assumed to be pro-
ficient in his use of test equipment and checkout procedures. These dependencies
are displayed on the left-hand side of the profile (Figure 6).

Due to the unavailability of a sufficient number of experienced test subjects
at the time of the tryout of the JTPT battery, the tryout was not as extensive
as planned. The limited tryout did indicate that the tests as developed are
administratively feasible. Their continued use, no doubt, would result in
further modifications and improvements.

Development of Symbolic Substitutes

There is no doubt that a battery of JTPT would require more training and on-the-
job time of the test subjects, more equipment, and specially trained test
administrators. It will be recalled that these requirements were high among
the reasons given for dropping PM from the Air Force and Navy maintenance train-
ing programs. Therefore, the availability of empirically valid symbolic
substitute tests would be highly desirable. Even though previous attempts to
develop such tests as the Tab Test (Crowder et al., 1954) had failed, it was
our opinion that much more work could be done to improve symbolic maintenance
tests as substitutes for JTPT. It was hypothesized that higher correlations
possibly could be obtained by a different approach to the development of sym-
bolic tests. A study of the Tab Tests (Crowder et al., 1954, see Table 1)
indicated that the JTPTs used as the criterion measures contained many distrac-
tions and interruptions to the subject's troubleshooting strategy (cognitive
process), such as using test equipment to obtain test point information. In
addition to such interruptions to the cognitive process, the subject can obtain
faulty test point information by the improper use of his test equipment. In
the symbolic substitute Tab Tests, all of these potential pitfalls of the actual
task were avoided. The subject was given a printed test point readout. It was
hypothesized that the injection of job equivalent pitfalls into symbolic substi-
tutes possibly would increase their empirical validity.

Based on these hypotheses, a battery of symbolic tests was developed under con-
tract with the Matrix Research Company of Falls Church, Virginia. A companion
graphic symbolic test was developed for each of the job activities for which a
criterlon-referenced JTPT had previously been developed. Based on two limited
validations, all of the graphic symbolic tests, with exception of the symbolic
test for soldering, indicated sufficient promise to justify further considera-
tion and refinement. Table 3 indicates the correlations obtained from these
validations. Due to a shortage of available subjects, the number of pairs of
subjects was extremely small. All of these promising graphic symbolic tests,
therefore, must be given more extensive validations using larger numbers of
experienced subjects.
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The validation of any such symbolic test requires the administration of a com-

panion JTPT as a validation criterion. As a result, a validation is an expensive

process in terms of equipment and experienced manpower.. The troubleshooting sym-

bolic tests require the most extensive refinement. Several suggestions are made

for improving their empirical validity. A complete description of these symbolic

test efforts can be found in AFHRL-TR-74-57 (III) (Shriver and Foley, 1974b).
Also, an attempt was made to develop video symbolic substitute tests, but this
effort produced no promising results (Shriver, Haves, and Hufhand, 1974).

Even if graphic symbolic substitutes of high empirical validity can be produced,

the use of symbolic substitutes will never, in my opinion, dispense with the re-
quirement for the liberal administration of actual JTPT to maintenance personnel.
We can never inclade all aspects of an actual performance of a task in a paper-
and-pencil symbolic representation of that task, but our work indicates that we
can come much closer than has been done in the past.

CONSOLIDATED DATA BASE TO SUPPORT PM

In keeping with its man-machine interface orientation, AFHRL/AS is demonstrating

the technical feasibility of integrating five human resources related technologies
and applying them during weapon system development. This is being accomplished
unJer Project 1959, "Advanced System for the Human Resources Support of Weapon
System Development."

The five technologies are:

1. Human Resources in Design Tradeoffs

2. Maintenance Manpower Modeling

3. Job Performance Aids

4. Instructional System Design

5. System Ownership Costing

One objective of this program is to determine the data input requirements for,
and prepare specifications for, a consolidated maintenance task identification
and analysis data base that will support the integrated application of these

five technologies in a weapon system development program. We feel that such a
consolidated data base will contain most, if not all, of the information which
would be required to develop good JTPT, provided the tests are developed in
keeping with the technology described in this paper. If such a data base is

demonstrated to be technically feasibl2 and if it is routinely made a require-
ment in weapon system development contracts, it will provide considerable
assi'stance in developing maintenance performance tests for new weapon systems.

PROBLEMS CONCERNING TFYE RESEARCH, DEVELOPMENT AND IMPLEMENTATION OF PM

As . previously, PM for maintenance had widespread usage in Air Force and
Navv' ',aintenance training programs during and after World War II. The dropping

! -h tests from these training programs reflected two interacting prime
f ,r-. The first prime factor is a fact, that Is, PM tests for maintenance
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are much more expensive to develop and to adiinister than paper-and-pencil theory

and job knowledge tests. However, the svo nd 'actor, the general acceptarice of

such tests as adequate substitutes for PM, is not a fact but a widely held bei ef.

I use belief here with the precise meaning of something that is held to be true

without adequate prof. Although we now h,ive, ;biltantial hard data whilh dis-

proves this lelief (see Table 1), many people seem to be unaware of these data.
Most of the objections to PM ignore the fact that paper-and-pencil tests are not
valid measures of job ability. Such paper-and-pencil tests are not a bargain.
No matter how cheaply they can be administerfd, their results are almost mean-
ingless in terms of measuring ability to perform maintenance tasks. This state
of affairs has contributed to a number of other problems.

1. There is a well developed paper-and-pencil test technology which is >ased
on testing theory which is appropriate for the academic variety of education.
This technology has been institutionalized and is well entrenched in the DoD
personnel an3 training systems. All education test and measurement text books
and courses reflect this technology. Psychological measurement texts emphasize
this technology. At least two generations of teachers and test and measurement
psychologists have been trained in the use of this technology and, as a result,
many have unquestioned faith in its application to any personnel measurement

problem.

Most of these people are products of the academic world. Few have had any "hands
on" experience in performing maintenance tasks. When the appropriateness of their
technology for the measurement of maintenance ability is questioned, many members
of this paper-and-pencil testing establishment become threatened and, therefore,

defensive.

2. In spite of this extensive military history of usage, there is no PM
establishment comparable to the paper-and-pencil test establishment. There are

no college test and measurement courses (even in vocational education departments)
which teach PM technology, and there are no text books devoted to the subject.
The vocational educators have emulated their academic brethren by using their
measurement texts. There has only been a limited amount of systematic R&D con-
cerning the development of a PM technology. Most of the current PM technology
for maintenance is found in DoD technical reports.

3. Just as human factors resources have favored the operator's interface
with hardware over that of the maintenance man's interface, the personnel and
training resources have heavily favored the operator. This has been especially
true with regard to the aircraft pilot. DoD still contains elements of a caste
system which relegated the maintenance man to the status of a "grease monkey."
There is a reflection of a deep-seated culture bias in our society against any
group who gets their hands dirty while earning their living. This bias has

been extremely strong in the management and academic establishments. The
importance of the maintenance man and his problems has been consistently down-
graded, perhaps not by word, but certainly by the allocations of resources.

No matter how costly, the operator has always been provided the necessary hard-
ware and hardware simulators, as well as the necessary PM, to ensure his ability
to perform the tasks of his job. Few such ficilities have been provided for
the maintenance function--one result has been an effective but inefficient and
costly maintenance system. Costly maintenance is directly translated into ex-
cessive life cycle costs of ownership of hardware.
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4. Success in aircraft pilot training and other operator training has al-

ways been based on PM, that is, demonstrated ability to perform key job tasks.

Consequently, these training programs have been designed to ensure success on
PM and have been characterized by an abundance of supervised practice of job
tasks. But, for maintenance personnel, paper-and-pencil theory and job know-

ledge tests have been used as the principal means for determining both the
school and job success. As a result, maintenance training programs, both
formal courses and career development courses (CDC), have come to be structured
Lo ensure success on paper-and-pencil tests. This has resulted in the greater
part of many so-calLed maintenance courses taking on the verbal characteristics

of academic education. This has happened at the expense of supervised practice

of job tasks.

5. A like imbalance of emphasis is reflected in the more stringent PM certi-

fication required of the operator. A pilot, for example, is certified on the
basis of his demonstrated performance before he is permitted to fly a specific
type of aircraft, and his proficiency is checked periodically as long as he is

required to fly that aircraft. But a maintenance man receives no such certifi-
cation of his ability to perform the maintenance tasks required of him by the

same aircraft.

Rather than an equipment specific PM certification, an "occupational" certification

based on paper-and-pencil job knowledge tests has been substituted for maintenance
personnel. Many maintenance "occupations" cover a large number of systems or

subsystems. An individual maintenance man usually works on one or two such
systems or subsystems. Tests for occupations have, therefore, been general in

nature. Most of the personnel and training measures for maintenance men in all
three services have been of the paper-and-pencil job knowledge variety. However,
the Army now has a policy for including PM on specific job tasks in its mainten-
ance personnel system (Maier, Young, and Hirshfeld, 1976). This policy is only

in an early stage of implementation.

Returning to the pilot/maintenance man comparison, it is true that an improficient
pilot might destroy a whole aircraft. Thanks to good checkout procedures, it is

highly improbable that a maintenance man's actions would cause the sudden destruc-
tion of a whole aircraft. However, over a period of time, an improficient
maintenance man can do the equivalent, on a piece-by-piece basis, by the damage
he can cause by his lack of skill and by his consumption of unnecessary spare
parts to correct malfunctions. Certification by PM would certainly improve the

efficiency of maintenance.

6. Closely related to this lack of meaningful certification for maintenance
is the lack of accountability. The target of the personnel, training, and tech

data establishmentsshould be to ensure the maintenance man's ability to perform
the tasks of his job efficiently. But our personnel measures do not ascertain
how many hits and misses we make--nor what is causing our misses. As a result,
no one is being held accountable for the effectiveness of their contributions

in terms of efficiency of job task performance. Many people in these establish-
ments can see no reason for adopting improved technologies such as TOT and JPA
--because they have never been held accountable for hitting the job performance

target. We, therefore, require the use of valid job task performance measures
to provide the bases for such required accountability. But such a possibility

becomes very threatening to many people in these establishments.
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7. In spite of all of the evidence supporting requirements of PM for mainte-

nance, it has been extremely difficult to obtain R&D funding for efforts to

advance the PM technology. In addition, difficulty has been experienced in

finding and retaining Air Force professionals with the necessary capability
and interest to pursue an effective PM R&D program for maintenance. Such pro-
fessionals are necessary, either for an in-house or contractor program.

Few contractors have had extensive experience or expertise in this area. Any
contractual effort, to be effective, must be very carefully planned and closely
monitored. I would anticipate that much of the first year's effort by a new
contractor will be expended in a learning experience for his people and will
not be too productive for the PM technology. Unless continued follow-on work
is given such a contractor, his expertise is soon lost.

During Fiscal Years 1969, 1970, and 1971, a total of $239K in exploratory develop-
ment funds was obtained by AFHRL/AS for the development and tryout of PM and
symbolic substitutes. The contractor personnel for this effort developed con-
siderable expertise in working with PM for maintenance but they are no longer
with the original contractor. The principal investigator, Dr. Edgar L. Shriver,
is now president of his own firm, but his two PM assistants are no longer with
him. Any successful program in this PM area must be a long-range program making
use of existing expertise and aimed at expanding such expertise. "Off again,
on again" efforts, jumping to a new contractor with every start, will result
in little improvement in PM technology.

8. During JTPT and symbolic test development efforts, several attempts were
made to share the use of operational hardware on a noninterference basis. These
experiences have indicated that, no matter how cooperative the personnel of the
operational unit, such time-sharing efforts are very expensive in terms of wasted
man-hours of highly paid R&D professional personnel. For successful results,
the necessary hardware must be assigned to the R&D project.

9. One of the persistent problems concerning the administration of PM has
been getting maintenance supervisors to shed their supervisory role and assume
the role of a disinterested test administrator. Because of their strong urge
to show and help test subjects, most of these people have extreme difficulty in
keeping themselves out of the actual task performance.

10. Timewise, it certainly would be impossible to administer a PM to a main-
tenance man for every possible task that his hardware system might produce. This
world of tasks and people must be sampled. The model PM described previously
provides a sampling procedure based on major task functions such as checkout,
align, adjust, troubleshoot, etc. But even this sampling across possible tasks
resulted in 48 tests and 133 scorable products. It would be impractical to
give any one test subject all of these 48 tests at any one time. Systematic
sampling schemes must be developed across tests.

The purposes for which PM results are to be used should be considered when
developing sampling schemes. Such purposes of PM could include ascertaining:
(1) the job task proficiency of an individual, (2) the job effectiveness of a
training program, and (3) the proficiency of a maintenance unit. Each of these
purposes would require a different mix or mixes of tests and people. Some sug-
gestions for such samplings can be found in AFHRL-TR-74-57 (II), Part I (Shriver
and Foley, 1974a). But it should be remembered that these are suggestions that
must still be field tested.
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[ni the case of determining unit proficiency, some PM can be administered by on-
line observation of tasks that are often repeated such as checkout. There will
always be a requirement for off-line PM concerning critical, but seldom performed
tasks. Whether the PM is performed on-line or off-line, the test administrator
must use the same objective scoring procedures, the criteria of success being
an acceptable product.

11. The potential cost of PM in both training and field environments has
certainly been increased by the proliferation of numbers of hardware subsystems
(especially electronic) since the early 1960s. Over this period, the state of
the art has been constantly changing. This has resulted in the proliferation
of many variations in tasks for any one task function. For example, the align-
ment function produces considerably different tasks from hardware to hardware.
Some long-range actions are being taken to reduce the number of hardware having
the same functional use. Because of the large numbers and types of maintenance
tasks, a realistic system of priorities must be established for PM development.
PM concerning the use of general test equipment would probably have the most
immediate and widespread effect on the quality of maintenance. This develop-
ment should be followed by PM for systems and subsystems having long life
expectancies and large numbers in the field.

12. Current military grading systems must be modified to properly reflect
the results obtained from PM and symbolic substitutes. In my opinion, the
only adequate device for presenting such results is a profile similar to that
shown in Figure 6. No attempt should be made to convert the content of such
a profile into a single numerical score. The results of PM should never be
combined with paper-and-pencil test results.

Institutionalization of New Technologies

Getting newly developed technologies such as PM institutionalized is a perennial
problem, especially when a technology requires fundamental changes In long exist-
ing programs, procedures, and attitudes of entrenched establishments. AFHRL/AS
has been involved in the implementation of several well developed and documented
technologies such as job performance aids and instructional systems design (ISD),
including programmed instruction and job (task) oriented training. These
experiences have indicated that it is extremely difficult to maintain the
integrity of a technology during its so-called implementation. Operational
organizations invariably attempt to implement a much "watered down" version
of the technology and consequently obtain much "watered down" results. In some
cases, only cosmetic changes to existing programs are reported as implementations.
Currently it requires years of persistent effort on the part of the research
community to get a technology properly institutionalized.

A mechanism must be developed for the timely institutionalization of each new
technology which will ensure its integrity. A mechanism for the orderly implemen-
tation of technologies similar to that used for new weapons systems is recommended.
Such a mechanism must make efficient and effective use of the "know how" of the
developers of the technology and make them responsible and accountable for Its
implementation. A new technology should not be turned over to a using command
for its operation until it is in place, "debugged," and operational--just as a
new weapons system is not turned over to an operational command until it has
been "debugged" and proven to be ready for operational use.
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I.I

S PROPOSED PM R&D EFFORTS FOR MAINTENANCE

Excessive maintenance costs are never going to be reduced as long as we don't
have JTPTs and/or empirically valid symbolic substitutes to ascertain how ef-
ficiently maintenance men perform the tasks of their jobs. In my opinion,
the lack of such measures of maintenance performance is a most serious deficiency
in DoD. As such, R&D in this area should have an cytremely high priority.

Areas for R&D Concentration

For a long-range R&D effort, five general areas of concentration are recommended;
namely, JTPT and matching symbolic substitute tests for electronic maintenance,
JTPT and matching symbolic substitute tests for mechanical maintenance, and
aptitude tests based on PM. The development and field tryout of a JTPT must
precede the development of its symbolic substitute. The work on JTPT batteries
for both electronic and mechanical maintenance should be started as soon as
possible. The work on aptitude tests should not be started until JTPT batteries
and the symbolic substitute tests have been completely field tested. More
information concerning these areas of concentration follows:

1. Refinement of Model JTPT Battery (Electronic Maintenance). The already
available model JTPT Battery (Shriver et al., 1975) should be given a large scale
field tryout. (Since the AB328X4 Avonics Inertial and Radar Systems Specialist
Course, which includes the AN/APN-147 and the A/AJN-35, does not emphasize the
mastery of job tasks, the equipment specific tests of this battery cannot be
used in. th f ormal course. ) One thrust of this effort should be to further re-
fine the battery including its adninistrative procedures. A second thrust
should be the development of sampling strategies which would be appropriate
for determining the effectiveness of training programs and both individual and
unit proficiency as discussed earlier under PM problems. This effort would re-
quire approximately 2 professional man-years plus the use of maintenance specialists
as test administrators from the appropriate maintenance specialties. If it is
necessary to select a system other than the AN/APN-147-AN/AJN-35 combination,
this work would require approximately 4 professional man-years.

2. Refinement of Symbolic Substitutes (Electronic Maintenance). As previously
indicated, several symbolic substitutes for JTPT were developed and given a limited
tryout. Although Table 3 indicated that some of the symbolic tests show promising
empirical validity, they must be more thoroughly refined and validated. In
addition, further exploratory development is required for symbolic substitute
tests for troubleshooting tasks in keeping with recommendations made in AFHRL-
TR-74-57 (111) (Shriver and Foley, 1974b). This effort would require between
3 and 4 professional man-years plus the use of maintenance specialists as test
administrators and test subjects from the appropriate maintenance specialties.

3. Development of Model JTPT Battery (Mechanical Maintenance). A model JTPT
battery similar to the model battery for electronic maintenance described pre-
viously shoiild be developed for a typical mechanical subsystem such as a jet
engine or tank engine. This model should cover both the organizational and
intermediate levels of maintenance, and should be thoroughly field tested.

Sampling strategies as indicated for the electronic battery should also be
developed. This effort will require approximately 4 professional man-years
plus the use of maintenance men from the appropriate maintenance specialities
as test administrators and test subjects.
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4. Development of Symbolic Substitutes (Mechanical Maintenance). An
attempt should be made to develop symbolic substitute tests with high empirical
validity after the model JTPT battery is available for mechanical maintenance.
The same contractor that developed the JTPT battery should develop these symbolics.
A very rough estimate for accomplishing this symbolic effort would be 4 profes-
sional man-years.

5. Job Aptitude Test Research Based on Results on JTPT. R&D plans should
be made to utilize the results of JTPT and symbolic substitute tests for stand-
ardizing military aptitude indices obtained from the Armed Service Vocational
Aptitude Battery (ASVAB). As a first step, the military aptitude scores of all
tests subjects used for the tryouts in the proposed JTPT R&D should be recorded.
In addition, such aptitude scores should be obtained during any school or field
administration of JTPT or symbolic substitutes. When sufficient data are ob-
tained, the degree of relationship between JTPT results and various aptitude
indices should be obtained. Later, when a sufficient number of JTPT are used
in the field, a formal R&D project should be initiated to modify the ASVAB to
directly reflect job success as measured by JTPT.

R&D Strategy

Probably the most cost-effective approach for PM for both electronic and mechanical
maintenance would be to concentrate on the development and refinement of JTPT
on use of key test equipments prior to proceeding with the other task functions
of the proposed model test batteries. As indicated in Figure 5, the use of
general test equipment is a prerequisite to maintenance task functions such
as alignment, calibration, and troubleshooting. In addition, general test
equipments usually have wide usage in such task functions across many hardware
systems and there is a substantial amount of data which indicates that many
maintenance men are weak in their test equipment ability. So, a general improve-
ment in ability to use test equipment is an important and necessary factor for
the general improvement of several maintenance task functions. I would strongly
recommend, therefore, that the early concentration for the proposed model test
batteries be in JTPT concerning the use of key test equipments. Each PM develop-
ment for a test equipment should be accompanied by the development of a programmed
training package with sufficient practice frames for teaching the mastery of
all its functions. Basic models of such training packages for 12 general test
equipments are now available (see Scott and Joyce, 1975a through 1). However,
more practice frames should be included in these programs.
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SOME PROBLEMS IN TEAM PERFORMANCE MEASUREMENT

John J. Collins

Essex Corporation
Alexandria, Virginia

ABSTRACT

This paper discusses team performance and team performance
measurement in terms of research capabilities, program
support, operational support, and technical foundations
and trends. Available evidence indicates little progress
in developing this technology. Research and operational
support on fundamental conceptual and technical problems
about teams, team training, and team performance is not
adequate and a pessimistic view is expressed regarding
future progress. Suggestions are presented for capitalizing
on advances in small group behavior research to facilitate
the development of team performance technology.

This paper attempts to provide some perspectives on the state of the art or,
perhaps more appropriately, the absence of the state of the art in team perform-
ance. The areas discussed include research capabilities, program support, opera-
tional support, and technical foundations and trends. The sources of information
for these perspectives are literature-based and experienced-based. Both of these
have influenced this writer's assessments, which are, to a large degree, ones of
concern about progress to date and pessimistic about the rate of progress for the
immediate future.

As a first point, I would assert that one of the principal problems characterizing
team performance technology is in the area of professional expertise. More speci-
fically, there is little evidence in the literature to indicate that even a small
number of researchers are available who have been conducting team performance re-
search over a period of time. Much like the job performance aids area, researchers
come and go, performing usually on only one study and then shifting to some other
technical area (Collins, 1977b). Support for this assertion is available from an
examination of the references in Meister's (1976) comprehensive review (Chapter V)
on team performance: There are 126 references and only 19 authors have more than
one article. In addition, more than 80 percent of those studies were conducted
during the 1950s and 1960s. These findings are very similar to those of recent
research in team training, an area in which the Defense Science Board (1976) has
expressed concern and recommended increased support. Other evidence, such as the
limited number of disciplines that have been applied in conceptualizing and con-
ducting both individual and team performance research, can also be cited. For
example, most of the researchers are psychologists who have been trained and ex-
perienced in the psychology of individual behavior. One seldom finds a sociologist
or social psychologist among them.

This is not to suggest that qualified Individual research and support personnel
are not available within government or In the academic and industrial communities.
Rather, it is to say that the Interdisciplinary teams necessary to investigate
and solve team performance problems in all of their important dimensions have
not been assembled and supported over time. As a result, we do not have an essential
base of experienced researchers. I would suggest that these same conditions also
exist--but perhaps to a lesser degrec--in the area of individual performance.
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Very much related to this first point is the second; that is, the priority assigned

to team performance research and development in DoD Human Resources RDT&E. The

relatively low priority assigned to team performance and the absence of a continuing

program over the past several years undoubtedly accounts-in large part for the

limited number of team performance researchers. I would prefer not to sueculate

as to why this condition has existed and continues to exist. Whatever the reasons,
the available data indicates little funding support fcr team performance research

and development. Whether future program plans change this situation is a matter

about which I have no information.

A third area involves problems in the conduct of team performance research in

operational environments. Anyone who has tried to arrange for subjects, to ob-

tain access to equipment, or to determine mutually-convenient schedules for con-

ducting research in operational settings understands the difficulties involved.

The Defense Science Board report also addresses the limitations of these oppor-
tunities as well as the availability of supporting analytical and statistical

techniques. Even in the best of times, the problems have been difficult for
both the operational commands and the research community. Now that operating
conditions are becoming more difficult with increasing work loads and decreasing

numbers of personnel, opportunities for team performance research in operational

environments will probably not increase. I am not very optimistic about rapid

progress in developing team performance technology unless more operational

opportunities can be provided and some innovative approaches are developed for

both laboratory and field research settings.

In addition to these administrative and operational problems are the scientific

and technical influences and trends.

Glanzer and Glaser (1955) pointed out more than 20 years ago that little success

had been achieved in developing methods for analyzing team performance. Obermayer

et al. (1972) concluded that an economical means of objectively measuring team

skills was still an elusive goal. The problem, of course, is not only team per-
formance measurement. Rather, it involves the whole technology of team perform-

ance including such areas as team conceptualization, team objectives, team be-

haviors and events, and the conditions interacting with and affecting these

behaviors, as well as a system of objective measurement and prediction. Obermayer
et al. (1974) also point out as do other researchers (e.g., Larson, Sander, and

Steinemann (1974) in a study of unit effectiveness measures) how purely subjective

measures are in such areas as air combat maneuvering. Words like vague, too gen-

eral, subjective are still being used to describe available measures and criteria.

Larson et al. (1974) has suggested the use of the DELPHI technique as a timely

systematic approach to extracting expert opinion. The technique undoubtedly has

merit but is still highly subjective. Some progress has been made in developing

observable event metrics, e.g., in the Tactical Advanced Combat Direction Elec-

tronic Warfare System (TACDEW), in casualty assessment techniques for Army In-
fantry exercises (Project REALTRAIN), and in SAGE (Project NORM), with its

emphasis on situational factors as important influences of team performance
(Wagner et al., 1976). Unfortunately, these are sporadic, uncoordinated con-

tributions to a not-too-well defined matrix of needs and projects which has very

few filled cells.

A very fundamental issue in all of this is the conceptualization of the team.

Lorge, Fox, Davitz, and Brenner (1958) reviewed and categorized research relating

to group and individual performance in group problem solving. These authors
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invited attention to how groups were defined in terms of the research strategy
and problems, and cautioned against generalizing from group to group without
validating the underlying assumptions relating to each group. The "groups"
discussed were the statisticized, climatized, concocted, ad hoc, and traditional.
Lorge et al. viewed ad hoc groups as representing one end of the continuum and
traditional groups as representing the other; that is, from the just-assembled
to the well-established.

The statisticized group is concerned with aggregation rather than interaction.
This group results from statistical computations (i.e., averaging of the pro-
ducts of independent and noninteracting individuals) and is not usually a group
at all. Research on individuals making judgments that are then averaged to form
groups is an example. Climatized groups are established on the basis of physical
proximity. One form may involve interaction but no measure of group consensus;
for example, in jury experiments. Another form may not provide for discussion
but rather act as a sequel to individual evaluation; for example, a show of
hands may be involved to show group choice. A third form may have neither inter-
action nor consensus; for example, in facilitation studies. The concocted group
neither meets nor interacts. The unique elements of each individual's products
are combined to form a so-called group product. Ad hoc groups are usually estab-
lished for an experiment and cease to exist when they are completed. They are
usually assembled to work together mutually and cooperatively on some externally
assigned task and vary in the extent of cohesion and mutuality of purpose they
achieve. The traditional groups are characterized by interaction of members over
a period of time, and develop a "tradition" or working together for mutual and
common purposes. This definition includes the concept of continuously emerging
and becoming more cohesive, cooperative, committed, and productive (Lorge et al.,
1958, pp. 337-340). Progress in viewing teams in the context of the changing
dynamics of emergent (i.e., traditional) groups has been slow due largely to the
emphasis on individual proficiency as the key to successful team performance, a
position not substantiated in the literature.

More recently, Hall and Rizzo (1975) reemphasized that many difficulties stem
from the fundamental problems of team definition and concepts. Without clear-
cut concepts about what teams are, it is obvious that there is little information
available about populations and sampling of teams. In the absence of such inform-
ation, interpretation of whatever data is available on team performance in terms
of representativeness or generalizability is impossible. I will discuss some
suggestions later in this paper for dealing with these issues.

Team performance measures historically have attempted to emphasize productivity
measures. However, such measures require consideration of the social aspects of
organizations which influence productivity and very little attention has been
given to these influences. Steiner (1972) has noted that there was a significant
drop. in interest and research in group productivity that only recently is begin-
ning to change. Part of the explanation for this lack of interest is given by
Hackman and Morris (1975) who note that, in spite of the thousands of studies
of group performance, little is known about why some groups are more effective
than others and even less about what to do to improve the performance of a given
group working on a specific task. Much of the criticism of research on group
performance centers on the failure to deal with the full input-process-performance
sequence. Zander (1971) has also drawn attention to the need to deal with the
questions of group motives and goals. His research findings, which in part have
been confirmed by Bowen and Siegel (1973), point to the importance of how
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individuals change from concern for self to commitments to the group and feeling
responsible for its fate, arousal of members' desire for high degrees of group
success, etc. Very little research has been conducted on these aspects of group
performance leaving many unanswered questions. Davis (1969, 1973) also emphasizes
that the development of group performance theory must consider group product, group
structure, and group process, and that any attempt to segregate essentially over-
lapping and continuous phenomena rests on uncertain ground. Unfortunately suboptimum
strategies for such investigations have been the most common focusing on one or
two elements but not the three.

Another aspect of team and group performance that has received little attention
has been the theoretical foundations related to team or group development. When
17-18-year-old men and women enter the Navy, attend schools to learn occupational
skills, and are then assigned and reassigned over a period of 4-6 years as members
of teams, it is clear a process of development, of both the individual and the
teams of which he is a part, does in fact occur. There is evidence in the litera-
ture that team processes enhance proficiency so that the team becomes more than
just the sum of individual proficiencies. We need more information about how
the growth and development processes of teams operates; that is, we need research
on a theory of team development.

The primary purpose of this paper is to discuss problems related to team perform-
ance rather than what is known about team performance. Meister (1976) presents
27 conclusions about team or group performance in his chapter on Team Functions
(Chapter V). He points out that concepts about team processes and team training
have been fuzzy and the results of research on determining whether training results
in performance improvement have been disappointing. By way of a brief summary
of problems, I would point to the following as illustrative of the many problems
associated with team performance measurement and prediction.

1. Small number of experts in team performance.

2. Lack of continuing program support for this research.

3. Difficulties in conducting this research both in operational settings
and in laboratories.

4. Absence of a theory of teams, team training, and team performance.

5. Absence of a growth and development orientation in the conceptualization
of teams as units.

6. Narrowness of conceptualization of the dimensions of the operational and
team environment.

7. Inherent weaknesses in measurement techniques (e.g., use of linear,
additive psychometric models).

8. Failure to utilize what is known from related disciplines (e.g., organiza-
tional psychology, social psychology, sociology).

With reference to the last point, I recently completed a study of the potential
contributions of small group behavior research to team training technology deve-
lopment sponsored by the Office of Naval Research (Collins, 1977a). A large
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amount of information was collected and is presented in the report in terms of
three levels of analysis: theory, methods and techniques, and findings on sub-

stantive variables. Let me cite a few examples of potential contributions de-

scribed. The first relates to the concepts and definition of a team. Considerable
research on the theory of group has been conducted for determining the necessary
and sufficient conditions for the occurrence of group-like phenomena and for de-

termining the defining variables for groups. A similar effort could be put forthIto define operationally-useful concepts and parameters for various classes of
teams, a taxonomy of teams developed, and population and sampling statistics
obtained among other things. A second contribution comprises the contributions
from research on group interaction, group motivation and development, and group
productivity, which are providing analytical techniques, task typologies, and
input-process-output models for studying teams as dynamic, growth-oriented units,
the performance of which can be investigated in terms of organizational and sys-
tem effectiveness. One important need which could be met from applications of
these advances is an instructional system development model for teams. These

and other advances are possible only if it is recognized that we must depart
from the historical emphasis on the individual as the keystone for team perform-
ance and instead focus on the team in all its aspects.
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ABSTRACT

System Test and Evaluation (T&E) is defined and three

types of T&E are discussed. To the test and evaluation

community, performance measurement implies system per-
formance assessment, which is, in part, system effect-

iveness assessment. Performance measurement is therefore

necessary in the determination of system effectiveness.
Techniques and criteria for defining human limitations

are described, as well as techniques to improve the in-

tegration of human capabilities into the total system

performance spectrum.

Before the reader can appreciate the wide range of procedures, methodologies and

techniques used to measure operator performance in Test and Evaluation (T&E), T&E

needs to be defined. What is T&E? When does it begin? When does it end?

TEST AND EVALUATION

There are three types of T&E: developmental test and evaluation (DT&E), opera-

tional test and evaluation (OT&E), and production acceptance test and evaluation
(PAT&E) (DoD Directive 5000.3, 1977). Authority for each type is delegated to

a different organization.

Developmental Test and Evaluation

DT&E is test and evaluation conducted to (1) demonstrate that the engineering de-

sign and development process is complete, (2) demonstrate that the risks have been

minimized, (3) demonstrate that the system will meet specifications for performance,

compatibility, interoperability, reliability, maintainability, training, and logis-

tics, (4) demonstrate that the system is suitable for service use, (5) provide test

data and analysis that the developing agency (DA) needs to make modifications, and

(6) certify that the system is ready for operational evaluation (OPEVAL). DT&E is

planned, conducted, and monitored by the developing agency.

Operational Test and Evaluation

OT&E is test and evaluation conducted to estimate the prospective system's mili-
tary utility, operational effectiveness, and operational suitability (including

compatibility, interoperability, reliability, maintainability, and logistic and

training requirements), and need for any modifications. OT&E will be conducted

to determine the initial operational tactics which can most effectively utilize

the demonstrated performance of the newly developed weapons system. OT&E will

be accomplished by operational and support personnel of the type and qualifica-
tions of those expected to use and maintain the system when deployed, and w'll

be conducted in as realistic an operational environment as possible. The Gpera-
tional Test Force Is the Navy-designated OT&E organization which is separate and

distinct from the developing and procuring commands and from the using commands.

OT&E is planned, conducted, and monitored by Commander, Operational Test and

Evaluation Force (COMOPTEVFOR).
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Production Acceptance Test and Evaluation

PAT&E is test and evaluation of production items to demonstrate that the item
procured fulfills the requirements and specifications of the procuring contract
or agreements. It is the responsibility of each of the military departments and
defense agencies (DoD component) to accomplish the necessary PAT&E throughout
the production phase of the acquisition process.

Test and Evaluation Phases

Figure 1 delineates the complementary relationship between the three types of
T&E throughout the life of a program.

Developmental Test and Evaluation (DT&E) is required for all acquisition programs
and is conducted in four major phases:

1. DT-I is DT&E conducted during the conceptual phase to support the program
initiation decision. It consists primarily of analysis and studies to derive the
human factors/system requirements.

2. DT-II is DT&E conducted during the validation phase to support the full-
scale development decision. It demonstrates that design risks have been identified
and minimized. It consists of verifying the results of the special analysis and
studies, including modeling and simulation on the critical areas identified earlier.
It is normally conducted at che sub-system/component level, up to and including
employment of engineering models for final evaluation.

3. DT-III is DT&E conducted during the full-scale development phase to support
the first major production decision. It demonstrates that the design meets its
specifications in performance, reliability, maintainability, supportability, sur-
vivability, system safety, and electromagnetic vulnerability. This phase may be
further subdivided into additional phases, such as contractor technical evaluation
(CTE) and formal Navy technical evaluation (NTE). The final subphase of DT-ITI is
technical evaluation (TECHEVAL), the purpose of which is to certify that the design
meets specified requirements and is ready for operational evaluation (OPEVAL).

4. DT-IV is DT&E conducted after the first major production decision to verify
that product improvements or correction of design deficiencies discovered during
OPEVAL, follow-on test and evaluation (FOT&E), or Fleet employment are effective.

Operational Test and Evaluation (OT&E) is required for all acquisition programs
except for those programs designated by Chief of Naval Material. OT&E is sub-
divided into two major categories: initial OT&E (IOT&E, which is all OT&E accomp-
lished prior to the first major production decision), and follow-on T&E (FOT&E,

which is all OT&E after the first major production decision). OT&E is further
divided into five major phases (3 IOT&E and 2 FOT&E).

1. OT-I is any IOT&E that may be conducted during the conceptual phase to
support the program Initiation decision. Most acquisition programs do not require
OT-l. However, when an OT-I is conducted, existing systems or modifications there-
to will normally be used to help estimate the military utility of the proposed
system.
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2. OT-I is IOT&E conducted during the validation phase to support the full-
scale development decision. It provides an early estimate of projected operational
effectiveness and operational suitability of the system, initiates tactics develc1 -
ment, estimates program progress, and identifies operational issues for OT-ITI.

3. OT-III is IOT&E conducted during the full-scale development phase to sup-
port the first major production decision. OPEVAL is the final subphase of the
OT-II1. It consists of a demonstration of achievement of program objectives for
operational effectiveness, operational suitability, and continuing tactics develop-
ment. OPEVAL normally uses pilot production hardware and begins about 1 month
after completion of TECHEVAL testing.

4. OT-IV is FOT&E conducted after the first major production decision but
before production systems are available for testing. Normally, OT-IV is conducted
with the same preproduction prototype or pilot production systems used in OPEVAL.
OT-IV consists of the testing of fixes to be incorporated in production systems,
completion of any deferred or incomplete IOT&E, and continuing tactics development.

5. OT-V is FOT&E conducted on production systems as soon as they are available.
OT-V provides for a demonstration of the achievement of program objectives for pro-
duction system operational effectiveness and operational suitability. In addition,
OT-V includes OT&E of the system in new environments, in new applications, or
against new threats.

Product Acceptance Test and Evaluation (PAT&E) is testing conducted on production
items to demonstrate that systems meet contract requirements and specifications.

Human factors engineering personnel participate primarily in DT&E, to a considerably
lesser extent in OT&E, and rarely in PAT&E.

Human Factors Engineering T&E Policy

Naval Material Command Instruction 3900.9 (1970) has established policies and re-
quirements necessary to ensure adequate development of human factors aspects of
systems and equipment under the cognizance of the Naval Material Command. The
policy requires that the human element of Navy systems shall undergo the same
development, test, and evaluation steps as equipment elements of the same system.
This requires integration of appropriate human factors information into design and
its use in all major management and/or technical decisions and documents.

Many human factors engineering specifications and standards provide guidance and
criteria which are appropriate during certain phases of the acquisition cycle.
Figure 2 illustrates how some of the many requirements relate to the various as-
pects of the acquisition cycle. A few of the most important specifications and
standards from the T&E point of view are MIL-11-46855A (and the associated data
items DI-H-2105 Human Engineering Test Plan and DI-H-2111 Human Engineering Test
Report), MIL-D-8706B, MIL-D-8708B, MIL-D-23222A, MIL-M-8650B, MIL-M-18828A, and,
of course, MIL-STD-1472B.

Thus, T&E is an Integral part of the acquisition process and is not something
which occurs after research and development (R&D). For a detailed review of what
Human Factors Engineering (lIFE) does during system T&E, the reader is referred tc
Holshouser's "Guide to Human lactors Engineering General Purpose Test Planning
(GPTP)" (1977). Now that the rader has a general feel for the "Why, What, and
When" of T&E, let us attempt to dIscribe performance measurement.
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PERFORMANCE MEASUREMENT

To the test and evaluation community, performance measurement implies system

performance assessment, which is, in part, system effectiveness assessment.

Therefore, to the T&E community, performance measurement is a necessary part of
the process of determining system effectiveness. System effectiveness can be
viewed as a measure of the extent to which a system can be expected to complete

its assigned mission within an established time frame under stated environmental

conditions; it includes reliability, maintainability, logistical and technical
support, and subsystem performance of man and machine, as well as problems as-
sociated with threat and mission analysis.

At Pacific Missile Test Center (PACMISTESTCEN) the human factors specialists
conduct test and evaluation on weapon systems to determine a measure of effective-
ness. To many people the words "weapon system" brings to mind a collection of

sophisticated electronic components (such as make up a radar or an infrared

system) used to discover the presence of unfriendly targets, and the weapon it-
self, which will be guided toward and used to destroy a target. It consists of
many subsystems: an electrical subsystem, a target detection subsystem, a tar-
get classification system, a weapon platform system, a weapon launch and
propulsion subsystem, and a target destruction subsystem. In an "air-launched"
weapon system, the platform itself (e.g., an aircraft) is airborne at the time
of launch. The concept of weapon system, therefore, must be enlarged to include

all those subsystems necessary to launch the platform itself (such as a catapult
system), to keep the platform in the air (a power plant system), to maneuver the
platform to and from the general target area (a navigation, avionics, and flight
control system), and to recover the platform when the mission is complete (a re-
covery system).

So far, only some of the "hardware" systems which are necessary for an air-launched
weapon system have been mentioned. The total weapon system also includes a trained

pilot and crew who are responsible for monitoring the status of the various in-

flight subsystems previously mentioned and who constitute the "decision" subsystem
in both the "target engagement" phase and the "platform maneuvering and control"

phase of the total mission. With few exceptions, the functions which arc Ier-
formed by an operator in a weapon system are decision functions. It is generally
agreed that operators spend a good portion of their time observing displays and

manipulating controls, but the reason they observe displays is to get the inform-
ation necessary to make a decision, and the reason they manipulate controls is to
inform the rest of the system of their decision.

It is the operator and his decision-making function toward which a majority of our
human factors investigations at the PACMISTESTCEN are directed.

TEST AND EVALUATION CRITERIA AL METHODOLOGY

Although our assessments focus on the operator/decision maker subsystem, reason-
able cost effectiveness evaluations and design trade-off considerations are de-

pendent upon the ability to estimate total system performance capabilities, which
include the impact of man-machine interactions. Inadequate human factors informa-
tion during these trade-off evaluations leads to serious overestimation of fleet

operational capabilities because these systems contain technical capabilit is
which cannot be used effectively by the available operators. Safety and combat
effectiveness are seriously degraded by the presence of design deficiencies that
increase the probability of inefficient use and Improper maintenance.
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The development, implementation, and evaluation of human factors requirements
during system development test and evaluation is made mandatory by DoD and Navy
policies and instructions; however, currently available methodologies and cri-
teria are insufficient for assuring their complete accomplishment. The imple-
mentation of human factors considerations during systems development test and
evaluation is largely dependent upon discrete translations of standards, speci-
fications, and conventions into engineering design configurations, with little
provision for testing their validity or sufficiency in any particular application.
Information concerning the bases for human engineering decisions and their anti-
cipated impact upon performance is usually not available during later development
phases, trade-off analyses, or test and evaluation. During operational test
and evaluation, the constraints of time and resources preclude the reconstruction
of human factors assumptions and considerations made during development, and re-
duce the human factors test and evaluation (T&E) effort essentially to counting
knobs and dials and sampling operator opinions. In spite of these difficulties,
there is a substantial technical base that can be used for developing the methodo-
logies for the identification of critical test points, as well as for defining
the necessary performance criteria required during systems development.

To overcome the lack of insufficient design criteria and evaluation methodology,
the Human Factors Branch at the Pacific Missile Test Center (PACMISTESTCEN),
under the sponsorship of Naval Air Systems Command (NAVAIRSYSCOM), has initiated
and continued two separate but interrelated efforts. One effort concentrates on
the verification and assessment of design criteria while the other centers on
the improvement of test and evaluation methodology.

The first effort seeks to avoid exceeding man's limitations by providing test
techniques and adequate design criteria to be used during the system development,
test, and evaluation cycle. The second effort addresses the integration of man's
capabilities into the total system performance spectrum by providing the tools,
techniques, procedures, and methodologies necessary in total system evaluations.
In combination, these efforts seek to estimate system/subsystem technical per-
formance and its relation to the system's operational worth. Each of these
efforts and their associated techniques will be discussed in subsequent sections.

Design Criteria: Verification!Assessment and Related Techniques

As part of the design criteria effort, PACMISTESTCEN (1) has participated in the
revision of a number of standards/specifications, and (2) has collected and pub-
lished human performance data applicable to design and T&E. Closely related to
the above is the development of techniques to apply in assessing contractual
compliance and impact on system effectiveness. The techniques used in assessing
performance during T&E vary as a function of where the weapon system is in the
acquisition cycle, because different levels of Information and equipment "hardness"
exist at different points in that cycle. A recent review by Geer (1977) described
T&E techniques. A detailed description of these techniques would be inappropriate
in this paper, so abstracts of selected techniques are presented below:

Human Factors Test and Evaluation Manual (HFTEMAN)(Malone and Sheak, 1976)--
HFTEMAN is designed to assist the HF engineer in the areas of test plan prepara-
tion, test conduct, test data evaluation and analysis, and test report preparation.
the HFTEMAN consists of three documents: the first contains detailed HFE test
data, the second is a supplement that contains specific HFE design criteria, and
the third describes methods and procedures usable in HF T&E.
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T1e procedure of using HFTEMAN may be considered as a five-step process: the

first step requires that test item be classified as a vehicle, weapon, electronic

equipment, etc. The second step is to identify both the.user functions and the
tasks related to this type of equipment; in other words, a selection is made of

what to evaluate and the criteria to be used in the evaluation. The third step

decides what human factor considerations and what item components are relevant.

The test observer then reviews the task list to identify which of the test item

components apply to the item under test, and which human factors considerations

are important. In the fourth step, on the basis of the identified equipment

components and the identified human factor considerations, the HF engineer enters

the appropriate row and column of a matrix. The cells of this matrix contain the

exact test criteria. In the last step, these criteria are used to prepare the

HFE test plan.

HFTEMAN may be used, in various levels of detail, on any program at any time

during the program evolution. It provides both the basis on which to build a
HF checklist and the necessary information for HFE T&E planning and conduct.

Computer Accommodated Percentage Evaluation (CAPE)--Workspaces traditionally

have been designed without knowledge of the proportion of the user population

that is accommodated with safety and full capability. In aircraft cockpit design,

for example, designers have been directed to develop cockpits that accommodated

5th through 95th or 3rd through 98th percentile operators. However, crew systems

designers usually consider only one anthropometric feature at a time and ignore
the interaction between variables. The combination of all the necessary dimensions

that make up a workspace design limit the operators to a much smaller actual range

than expected. It has been shown (Moroney and Smith, 1972) that more than 50 per-

cent of the 1964 population of naval aviators would be excluded when 5th and 95th

percentile critical limits are imposed for 13 cockpit-related variables. When

the 3rd and 98th percentile values are used, over 32 percent were excluded. This

problem has led to the development of CAPE. The CAPE is a Monte Carlo computer

model for generating representative pilot anthropometric features (including links)

and comparing these data with an adjustable work-space model so that the population

accommodated by the workspace can be estimated and maximized. The CAPE model has

two options: exclusion demonstration and workplace analysis. Each option, and

its underlying model with components, is described in summary form below. More

detailed descriptions of model options, t :eir components, and the total CAPE

model are contained in Bittner's report (1975).

In CAPE, the exclusion demonstration option determines what percentage of the

potential population is excluded from a workspace design with respect to each

anthropometric feature entered into the program. This option may be considered

to be composed of two components--an exclusion limits component and a Monte Carlo

sample generator--but only the former will be discussed here.

The exclusion limits component provides for the entry, storage, and utilization

of user-provided standard score limits of anthropometric variables required for

exclusion studies. For each variable involved in an inclusion demonstration

analysis, high cutoff and low cutoff values must be input by the user. This
component of the analysis provides for the sequential testing, element by element,

of Monte Carlo-generated standard score vectors to determine if the vectors are

within the limits set by the high and low standard score boundaries (populations
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of standard scores have means of zero and standard deviations of one). Rejection
of any component test is defined as nonaccommodation of that (sample subject)
feature vector.

The workplace analysis option determines the percentage of a population that will
be excluded from a cockpit design based on the geometric parameters of the work-
place. The workplace analysis option of the CAPE program can be thought of as
being composed of four components: (1) an operator link system component, (2) a
sample operator generator component, (3) a component characterizing a seat-workspace
layout, and (4) a workspace testing component. The operator link system is an
abstraction of a pilot's anthropometry. The sample operator generator provides
sets of operator link values suitable for input in the operator link model. When
the compatibility of a geometry is desired, these values are entered as the mean,
and the generator provides only this one sample. However, when an operator accom-
modation analysis is desired, this generator provides quasirandom samples from a
multivariate normal population.

Selected HFE T&E Reports--As part of the design criteria effort, a number of
reports relating human performance data to design criteria and T&E have been
prepared. Some of these reports are discussed beiefly below:

Assignment of females to a wider variety of previously all-male occupations led
to the discovery that, while a particular cockpit accommodated 88 percent of the
male population, only 11 percent of the female population were accommodated
(Ketcham-Wiedl and Bittner, 1977). This finding is based on the CAPE model
described previously.

Problems encountered in the area of workplace design led to the preparation of
a report (Ayoub and Halcomb, 1976) which contained an annotated bibliography and
utilized CAPE to determine the percentage of the population excluded from a
workplace.

The debilitating effects of motion sickness encountered in the air or sea environ-
ment seriously degrade an operator's ability to perform his mission, yet no design
limitations are contained in military specifications which define acceptable regions
for the human operator or inform the designer of such vehicles of the expected
incidence of motion sickness. Therefore, using motion sickness incidence data
collected under Office of Naval Research funding, an effort was undertaken which
resulted in reformatting the data into a model for specifying operator limitations
for design considerations (see McCauley and Kennedy, 1976).

Currently, the effect of heat stress on operator performance is being reviewed
and will result In a procedure/document which will allow us to approximate the
expected change in performance as a function of temperature. Another ongoing
effort is designed to define for the R&D community which anthropometric features
need to be measured in a new survey of our naval aviator population.

Test and Evaluation Methodoloq.

Whereas the PACNTSTESTCEN effort in verification and assessment of design cri-
teria concentrates on the identification of system parameters where there are
certain limitations to the performance capabilities of the human operator which
no amount of practice or training will overcome, the test and evaluation metho-
dology improvement effort seeks to estimate the range of man's capabilities and
his overall contributions to system effectiveness within a total system perform-
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ance framework. This effort deals with the concept of task loading, th'" is,
the measurement and assessment of an operator's contribution to system uffective-

ness in terms of his capabilities and specific system parameters. Although systems
specifications require the analysis of task loading imposed on the operator, the
def!aition of "task loading" is little understood.

It has been discovered in testing and evaluating many current aviation systems
that the operators are required to perform complex tasks under excessive pressure
of environment- and task-induced stress. It has been determined that the effective-
ness of these systems is dependent upon the operator's capacity to process and
respond to a large quantity of information. The methodological problem is that
there are no adequate measurement techniques for quantifying either human work-
load capacities or system demands made upon these capacities. Faulty techniques
and misinterpretation of available data can lead to the development and deployment
of systems in which the operator is severely overloaded and is required to perform
near-impossible sequences of perceptual, cognitive, and manual tasks.

The test and evaluation methodology effort is developing techniques to quantify
operator workload capacities and system operability indices to provide methods
for the quantitative assessment of the effects of tasks and of environmental
and operator variables upon total system effectiveness. Each of the techniques
undergoing development will be described below, but, before proceeding, it would
be beneficial to explain our concept of evaluation and how we think it relates
to operator capabilities, system performance, and operational military worth.

First, any technique developed for assessing workload or system operability is,
above all, an evaluating mechanism. The logic of evaluation requires that any
technique for evaluating system/subsystem design and performance parameters must
be carefully constructed to meet four general criteria:

1. It must discriminate effectively among the alternative design parameters.

2. It must be reliable.

3. It must be intelligible (i.e., have an explicit logic that facilitates
understanding of the relationships between the data and the results of the eval-
uation and be equitable).

4. It must be equitable (i.e., have no inherent bias).

Any technique for evaluation, however constituted but meeting these criteria,
has but one operational purpose: to relate available data relevant to the
evaluation of a system to its total operational worth to the Navy. The question

of the system's operational worth actually raises two distinct but related evalu-
tion questions: what is the actual performance of a system, and what is that
level of actual performance worth? The first question requires some quantifiable
assessment of system performance that can be used to predict actual performance.
The second question deals more with evaluation in its broadest sense. Answers
to questions requiring a prediction concern the effectiveness of a system; answers
to questions requiring an evaluation concern the utility of that system. While
these distinctions between prediction and evaluation and between effectiveness
and utility are observed in the development of our evaluation methodology tech-
niques, the problem to which such methodologies address themselves will be re-
garded as one of evaluation in a broader sense.
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There are three methodologies that are being developed to answer the questions
of system performance and operational military worth: the first is the develop-

ment of operator workload assessment techniques that can be used to predict
*operator task loading. The second technique, the Function Description Inventory

(FDI), is used to estimate levels of task difficulty and subsystem effectiveness
within the hierarchical task structure of a specific mission. The third tech-
nique combines elements of multiattribute theory and the FDI approach and is
used to estimate task operability across a mission profile. Each of these tech-
niques will be discussed in more detail below.

Workload Assessment Techniques--PACMISTESTCEN, in conjunction with the Naval
Air Test Center and Wright-Patterson Air Force Base, is pursuing the development
of objective workload assessment techniques. In the past, workload was defined
in the context of crew work-rest schedules or time-and-motion studies. It was
typically measured by "amount of expended physical effort" or "time analysis of
activities." However, these types of approaches were found to have the same meth-
odological problems as some of the more modern techniques of measuring workload,
for example, man-simulation models, because they are not applicable in the test
and evaluation environment. Regardless of how workload is to be measured, it must
ultimately be directly relatable to the evaluation of aircrew systems in an opera-
tional setting if it is to have utility and validity for the test and evaluation
community. Therefore, an effort was initiated to compile an annotative biblio-
graphy of methodologies that measure operator workload in aircrew systems (Schiflett,
1976). The result of this review effort was to compile and catalog effective and
easily adaptable analytical methods for use in assessing operator workload in the
test and evaluation process. It was assumed that any source of information or any
method developed for operator workload assessment and/or prediction would have
some utility for the test and evaluation community. It was found, however, that
the majority of methods used for workload assessment were developed as an aid in
the design of aircrew systems; consequently, the methods are difficult and/or
impractical to implement in the test and evaluation environment.

Based on the results of this review, it was determined that future development
of workload measurement methodologies need to be systematically evaluated and
integrated into the context of real-world, complex aircrew systems. A taxonomy
matrix of basic operator activities was recommended to classify generic aircrew
tasks. Currently a contract has been let to conduct a comprehensive state-of-the-
art survey and analysis of workload measurement methodologies to identify tech-
niques specifically applicable by the test and evaluation community. The results
of this survey will be available in the summer of 1978. Based on the survey's
recommendations, workload measurement techniques will be flight-tested at the
Naval Air Test Center with the ultimate goal of obtaining objective operator
workload capacity indices to be used in predicting inflight performance.

Function Description Inventory--The Function Description Inventory (Helm, 1975)
is a tool for providing operator-based, quantifiable assessments of the effective-
ness of man-machine compatibility and is an aid toward integrated subsystem ana-
lysis in the total weapon system context. The procedure for FDI development and
employment requires a series of investigations analyzing the operational functions
of an operator, with an essential part involving the determination of the roles,
duties, and tasks (these will be explained in detail below) performed by a crew-
member. Next, averages of crewmember judgments are compiled on how important
these roles, duties, and tasks are for mission success; how frequently they are
performed on a typical mission; how difficult it is to perform the task; and,
finally, how effective the weapon system is in accomplishing the operational
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functions. Analysis of roles, duties, and tasks across these four dimensions
provides a considerable degree of in-depth evaluation of the interrelated prob-
lems within the man-machine system and gives an additional perspective that is
usually not available through discrete analysis of human engineering design
deficiencies.

The approach combines some of the best features of the checklist, open-ended ques-
tionnaire, and interview methods. The principal tool used in this procedure is
an inventory of activities. The inventory method has the advantage of being a
simple procedure in that the crewmembers merely check their rating of the roles,
duties, and tasks listed and, if necessary, write in those duties and tasks which
do not appear. The procedure is economical in that it allows for a broad sampling,
a ready synthesis of a large amount of information, and a high level of standardiza-
tion, and lends itself to computer analysis of the data provided by the inventory.

In function analysis, operational mission activities are categorized into the
following three hierarchical levels:

1. Role--A broad category of activity performed by a crewmember. Each role
may encompass a number of duties and tasks. These roles encompassed 100 percent
of the responsbilities of the crewmember within an operational mission framework.

2. Duty--A large segment of activity performed by a crewmember. All duties
under a role in combination define 100 percent of the role.

3. Task--A unit of work activity which forms a significant part of a duty.
All the tasks under a duty in combination define 100 percent of the duty.

The developed FDI is then administered to experienced fleet operators for their
ratings of task criticality, frequency, difficulty, and system effectiveness.
Data are then analyzed by computer. Computer analysis involves generating and/or
computing frequency distributions, means, standard deviations, percentages, and
rank ordering. From the computer analysis, summary tables presenting the rank
order of roles by mean value of criticality of activity, frequency of performance,
difficulty of task and system effectiveness can be presented in tabular form.
These values are derived from each crewmember's ratings of each role, duty, and
task on each dimension. For a detailed examination of this procedure, see Helm
(1976a).

The initial use of the FDI as a T&E tool was accomplished as part of the S-3A test
trials (Helm, 1975). Since then, the FDI has been used to evaluate operator posi-
tions in the P-3C and E-2C aircraft. In addition to using the FDI methodology on
fleet aircraft, a validation effort was undertaken by comparing recorded engineering
design deficiencies in the S-3A aircraft against FDI indicators of potential human
factors problems (Helm, 1976b). There was a high agreement between noted human
engineering deficiencies and low ratings in system effectiveness by FDI crewmembers.
This result gives considerable support to the belief that the FDI is a valuable

human factors tool in assessing man-machine compatibility in complex weapon systems.

Mission Hierarchy Analysis--In the test and evaluation phase of system acqui-
sition, large amounts of data are available. The different pieces of information
have different relative importance in terms of the implications for required
decisions. These data must be organized in a manner that accomplishes certain
functions. One function is to monitor various aspects of system performance to
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facilitate decisions, for example, how good the system is with respect to such
issues as: the quality of life support systems, personnel fatigue factors, sub-

system operability, and subsystem effectiveness.

These issues are not addressed by single pieces of the available data, but, somehow,
the data must be organized to facilitate meaningful statements about such factors.
A mechanism is necessary to combine very precise pieces of test information into
summary measures at differing levels of generality to facilitate decisions about
possible alternatives.

The methodology being developed at PACMISTESTCEN to satisfy these criteria involves
the integration of two existing techniques: the first has been used extensively
in human engineering task or job analysis. Task analysis provides the information
about operator activities relevant to the operation of a complex system. The
second technique is more recent and involves the implementation of a hierarchical
multiattribute utility model.

Combining these two techniques results in a methodology that takes as inputs
operator activities and related pieces of specific data and organizes this infor-
mation into a hierarchical structure so that each successive higher level in the
hierarchy is of a greater degree of generality. With this methodology, operator
assessments of task difficulty and subsystem effectiveness can be integrated and
combined into a structure consistent with the rules employed in multiattribute
utility theory such as combination rules, importance weighting, and utility
functions. Utilization of this approach should provide those involved in human
engineering trade-off analysis with data about the difficulty of specific operator
activities and estimates on subsystem effectiveness within a hierarchical structure
that can relate data from the general to the specific level within the system.

Preliminary investigations using the operator control functions in the F-18 indi-
cate that it is possible to combine task analytic techniques and a multiattribute
utility model to achieve a comprehensive assessment of a complex system (O'Connor
and Buede, 1977). To test this approach, the complete F-18 system currently under-
going development has been selected as a test vehicle. Using a mission/task
hierarchical approach as illustrated in Figure 3, a preliminary task analysis
and an evaluative computer program for the F-18 system have been developed. The
pyramidal structure is illustrative of this approach. The tasks required to
operate the F-18 have been arranged in a mission phase structure so that estimates
of operability can be obtained at the lowest mission level. These estimates are
then successively integrated throughout the hierarchy. The F-18 task analysis
and computer evaluative program will be available by Summer 1978. Using this
approach, data will be collected during F-18 flight testing and the results will
be presented to the F-18 program manager through an interactive computer system.
Thus, the program manager can determine overall system evaluations and, more
important, how specific operator activities have contributed to total system
operability. With this information, the program manager can determine what
changes to the F-18 will be most beneficial in improving system operation.
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NEW DIRECTIONS

Both the verification and assessment of design criteria and the HFE T&E Technology

efforts described above have and will lead to improved Human Factors T&E techniques.

The task of system performance measurement, however, doesn't stop when performance

has been measured. For the T&E community, the best performance assessment tech-

niques are useless unless they have impact on the decision-making process relevant

to systems undergoing acquisition. There are basically two ways to impact on deci-

sion making: one is legal and official, the other is unofficial. The former is

harder but sometimes necessary, while the latter is easier and less costly in terms
of time, money, and effort. The effectiveness of the unofficial approach is a

function of the program/project manager's (PM) familiarity and previous experience
with human factors. If he has had positive exposure to and/or formal education in

human factors (at least an introductory course), the probability of impacting his

decision making and, ultimately, the system increases significantly. Unfortunately,

without pervious exposure to human factors, PMs often view HF as an add-on, nice

to have if there is enough money available. To counter this, as part of our T&E
Technology work unit we have undertaken a communication effort to develop opera-

tionally oriented films and manuals that convey to operational and managerial

personnel the importance of good human factors design, test and evaluation. It

is through this effort that we hope to "educate" those involved in decision

making and in the operation of new and modified systems on the availability and

advantage of human factor tools, techniques, and procedures for the assessment

of system performance and ultimate system operational effectiveness.

SUMMARY

In this paper we have described the nature of T&E, equated performance measure-

ment with the determination of system effectiveness, described selected techniques

and criteria that have been developed to better define human limitations, described
techniques which have been developed to improve the integration of man's capabilities

into the total system performance spectrum, and, finally, addressed the need to

communicate the contribution of human factors to management personnel. We hope

that we have expanded the reader's perception of performance measurement during

the test and evaluation of naval systems.
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ABSTRACT

The productivity of enlisted personnel aboard ships is
measured as a function of their personal characteristics.

Ship readiness, as measured by the material condition of
shipboard equipment, depends on the size and composition
of a ship's crew, the complexity of equipment, and other

factors. The productivity of enlisted personnel varies

systematically with high school graduation, entry test

scores, paygrade, experience, Navy training, race, and

marital status. The importance of particular factors
varies by occupation. More complex equipment is in worse

condition and requires higher quality personnel. Ship
age and overhaul frequency also affect material condition.

Implications are drawn for policies regarding recruitment,

retention, manning, rotation, and pay.

INTRODUCTION

The efficiency of Navy personnel policies can only be judged by the contribution

of personnel to the effectiveness of the fleet. This contribution is very elu-
sive. Thus, little is known about the relative value of personnel who differ in
such characteristics as education, experience, mental ability, and training in

the Navy.

Proper allocation of Navy personnel requires that variations in productivity

among individuals reflect variations in their cost. Thus, knowledge of how

[2rsonnel differences are likely to contribute to effectiveness differences is
necessary for rigorous analysis of Navy decisions regarding the level of manning,
recruitment, assignment, rotation, and pay. Currently, these decisions usually

reflect reasonable assumptions about what kinds of people are most suitable for
what jobs.

This paper is an effort to improve personnel management and fleet readiness by
focusing on the contribution of shipboard personnel to the material condition
of equipment. If we are successful in attributing variations among ships in the

level of maintenance to differences in crew members responsible for maintenance,
we will have made an important step toward more informed analysis of defense man-

power issues.

The study addresses a wide range of questions. Among the main ones are:

1. How valuable are different kinds of enlisted personnel in various mainte-

nance occupations?
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2. How could personnel policies be changed to improve the material condi-
tion of the fleet?

Although we focus primarily on personnel-related determinants of shipboard
material condition, other questions are also dealt with in order to comprehen-
sively examine the material condition of ships:

1. What is the contribution of more frequent overhauls to material
condition?

2. How -iuch worse is the condition of older ships?

3. How does equipment complexity affect material condition?

And, a related question: Are high quality enlisted personnel more valuable in
dealing with more complex equipment?

The answers to these questions indicate that fleet material condition can be
improved by revised personnel policies.

We found that the productivity of enlisted personnel is a function of their char-
acteristics. In general, men in higher paygrades and men with more experience
are more productive. High school graduation and entry test scores often predict
performance. Training received in the Navy often enhances productivity. Older
ships are in worse material condition, and lengthening the overhaul cycle degrades
material condition.

The precise nature of the relationship between individual characteristics and
productivity varies widely across enlisted occupations (or ratings). It also
depends on the complexity of the equipment being maintained. Not only is complex
equipment in worse condition, it requires more skilled men to maintain it. On the
other hand, simpler equipment was found to benefit more from larger crews.

A MODEL OF THE MATERIAL CONDITION OF SHIPS

The amount of time that equipment fails to function in a specified time period
can be expected to depend on the kind of equipment, the age of the ship, length
of time since the ship was last overhauled, and manning. We use regression anal-
ysis to estimate the relationship between downtime due to shipboard equipment
failures and its hypothesized determinants.

We have confined our examination to cruisers and destroyers: 40 destroyers (DDs),
18 guided missile destroyers (DDGs), 17 frigates (FFs), 4 guided missile frigates
(FFGs) and 12 cruisers (CGs). These 91 ships are all the active ships of these
types that underwent overhauls in fiscal years 1972, 1973, and 1974. To be sure
that we were looking at comparable periods on all the ships, the entire period
from one overhaul to a ship's next overhaul was considered.1

1The data we used on equipment failure were not available before 1970. Thus,
we weren't able to look at the entire inter-overhaul period for some of the ships.
At least 18 months of data were available for all the ships. We assume that the
material condition of a ship is not a major factor in determining when it is
overhauled.
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Whenever a ship suffers an equipment failure that degrades its operational capa-
bility, it must file a casualty report (CASREPi'). We have used CASREPT informa-
tion to derive measures of maintenance effectiveness. 2 CASREPT downtime per
month is our key measure of shipboard material condition. 3 CASREPT downtime is
the number of casualties a ship had multiplied by the average time CASREPTs on
that ship took to be fixed. CASREPT downtime per month is proportional to the
average number of CASREPTs outstanding.

Rather than study the determinants of CASREPT downtime for entire ships, we con-
centrated on several subsystems. These subsystems were chosen because they are
common to a large number of cruisers and destroyers, and are maintained by men
in a small number of ratings. The subsysLems are boilers, engines, gun systems,
missile systems, antisubmarine warfare (ASW) systems, and sonars. Table 1 shows
the ratings of the personnel who are responsible for the maintenance of these
subsystems.

Table 1

Subsystems Studied

Subsystem Associated Rating

Boilers Boiler Technician (BT)

Engines Machinist's Mate (MM)

Gun Systems Fire Control Technician (FT)
Gunner's Mate (GM)

Missile Systems Fire Control Technician (FT)
Gunner's Mate (GM)

ASW Systems Gunner's Mate (GM)
Sonar Technician (ST)
Torpedoman's Mate (TM)

Sonars Sonar Technician (ST)

As the table shows, the same ratings are sometimes responsible for part of the
maintenance of more than one subsystem. To properly match men and equipment,
we allocated CASREPTs both by rating and by subsystem.4

2CASREPT information is kept on an automated file system at the Navy Fleet

Material Support Office (FMSO) in Mechanicsburg, Pa.
3We also examined data on material condition derived from 3-M corrective

maintenancc reports, overhaul departure reports, and INSURV reports (reports of
the Board ot Inspection and Survey).

4 This allocation was accomplished by referring to the Equipment Identifica-
tion Code (EIC) associated with each CASREPT.
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The enlisted manning characteristics examined for our designated ratings are

shown in the following list:
5 number of enlisted personnel; pre-Navy educa-

tion; entry test scores; paygrade profile; length of service (LOS); time

aboard this ship; time at sea; Navy schooling; specialized qualifications;

race; marital status. The bulk of the personnel analysis in this paper re-

lies on crew histories compiled from the Navy's Enlisted Master Record (EMR).

To build these histories, we reviewed the records of the entire enlisted

force for seven years between 1967 and 1975, and picked out the men on the

91 ships. We then developed aggregate statistics describing the characteristics

of each crew by rating. This required weighting the characteristics of indi-

viduals by the fraction of the observation period they were assigned to the ship.

The level of CASREPT downtime should vary inversely with the number of enlisted
personnel. Men with more pre-Navy education and higher entry test scores in
relevant areas ought to do better maintenance. We expect more experienced men
to be more productive than less experienced men, and men in higher paygrades to
be more productive than men in iower paygrades. Since more experienced men are
more likely to have higher rank, an analysis which focused only on rank, for
example, would be unable to determine how much of the added productivity of
senior men reflected selection of the best men for promotion and how much was
merely the result of experience. By including both paygrade and LOS in the
analysis, we will be able to disentangle the quality dimension of higher pay-
grade from the effect of experience. We will not assume that more experienced
(or higher ranked) men continuously get better at their jobs. We will examine
the possibility that, after a break-in period, junior men reach a higher level
of proficiency beyond which they tend not to improve, or that further significant
improvement only occurs after a considerable time. 7 Our estimates of the

5Data were also gathered on the age of enlisted men and on the number of
officers aboard the ships, but these factors did not prove to be important.

6When characteristics changed during an individual's tour aboard one of the
ships (e.g., LOS, paygrade), the change was taken into account. In many cases,
we couldn't tell when men left the ships because they left the Navy and were not
observed on subsequent EMRs. People who have been out of the Navy for 6 months
are deleted from the EMR. Since there are i- and 2-year gaps between the EMRs
that we used, many men were dropped from the record before we observed them, it
was necessary to approximate their departure dates from information on when they
were likely to have left the Navy. In rare cases, information on personnel aboard
DDs was taken from semiannual Bureau of Naval Personnel Enlisted Distribution and
Verification Reports (BuPers Form 1080). Use of these data will be identified
in context.

7Continuous linear and logarithmic forms were tried for the LOS variable.

Then men were divided into eight LOS groups: under 1 year, 1-2 years, 2-3 years,

3-4 years, 4-5 years, 5-7 years, 7-10 years, and over 10 years. These classes
were then aggregated to find the relationship that best predicted downtime. A
similar aggregation procedure was used for paygrades.
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II
relationships between rank, LOS and productivity will allow an alternative~ to
the assumption that the pay of different kinds of enlisted men reflects differences
in their productivity.8

Experience at sea may be more important in increasing the productivity of en-
listed men than shore duty. We will examine whether men with more prior sea duty
tend to have ships with less CASREPT downtime. We also will see whether ships
with more stable crews, those whose men have been aboard longer, have less down-
time. If either of these variables reflects higher productivity, the Navy's
policy regarding sea-shore rotation will be open to question.

The completion of more Navy courses should lead to higher productivity, and thus
to better maintenance.

The acquisition of certain advanced skills confers Navy Enlisted Classifications
(NECs) on individuals. Some NECs can be gained only via school attendance; others
can be earned on the job. We differentiated between these two types, and used the
number of NECs of each type that men possessed as a measure of the extent of ad-
vanced training.

The impact of the race variable, the percent of the crew that is black, is not
predictable, but its inclusion is nonetheless appropriate. If blacks receive
lower quality educations, more blacks, holding educational attainment constant,
may be associated with worse maintenance. If the Navy's entry tests discriminate
against blacks, more blacks, holding test scores constant, may be associated with
better maintenance. We hope to discover whether the Navy's use of high school
graduations and of entry tests as guides to recruitment and assignment is equally
appropriate for blacks and whites.

We are also unable to predict how marital status correlates with the productivity
of enlisted men. Married men may be more stable and more serious workers, and

hence more productive. On the other hand, some married men may dislike sea duty
a great deal. This disaffection may make them less productive.

For each of nine groups (BT, MM, GM, FT, TM, ST, guns, missiles, ASW) we estimated
a relationship for CASREPT downtime per month as a function of ship age, length of
time between overhauls, equipment complexity, and the aforementioned crew
characteristics. 9 Ships are the units of observation in the analysis.

8This assumption is used fairly widely. See, for instance, Formal and On-

the-Job Training for Navy Enlisted Occupations, by R. Weiher and S. Horowitz,
CNA Professional Paper 83, November 1971.

9We also examined the connection between operating tempo and material condi-
tion. No direct connection was found. In addition, the relative condition of
ships based on the east and west coasts was examined. The west coast ships ap-
peared to have less CASREPT downtime (they also steamed significantly more).
Finally, using a procedure for looking at all our ratings simultaneously, we
checked for whether there were systematic tendencies for some ships to be better

than others in all areas. In some cases there were. Inclusion of these operating
tempo, coast and ship variables did not have a large effect on the impact of other
variables on CASREPT downtime, thus we have concentrated on the results of esti-
mating the formulation described.
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It was expected that newer ships would, other things being equal, have less
CASREPT downtime.

A longer gap between overhauls should lead to more equipment downtime. If it
does not, ships are being overhauled too frequently.

Ships vary tc some extent in their equipment. Usually these differences corre-
spond to ship type or class differences; sometimes they do not. Obviously, this
may influence ships' maintenance histories. For instance, the 1200-pound boilers
on some ships have had more problems than the older 600-pound type because of
technical innovations in their design. In general, more complex equipment is
expected to be down more often. Because of the differences between these two
types of boilers, we allowed for the possibility that personnel contributions to
the maintenance of1 oilers were different for ships with 600-pound plants and
1200-pound plants. Equipment variations for the subsystems will be discussed
along with the empirical results.

We estimated the relationship using ordinary least squares. As was noted earlier,
the period of observation for the dependent variables was either the entire time
between a ship's overhaul in FY 72, 73, or 74 and its previous overhaul, or as
much of this period as possible (always at least 18 months before the more re-
cent overhaul). For the explanatory variables, the entire inter-overhaul period
was used. The condition of a piece of equipment depends not only on the care it
is getting now, but also on the care it received in the past. This is why we've
used such a long observation period, and why it seemed desirable to use a longer
observation period for the explanatory variables than for downtime when the
complete CASREPT data set was not available. We hoped to capture the long-run
effects of variation in the determinants of maintenance effectiveness. The next
section discusses the results of our estimations.

EMPIRICAL RESULTS

In this section the results of our estimations will be treated. Due to ex-
tremely severe space constraints, only one of the relationships, that for boilers,
will be discussed in detail. A summary of results will also be presented.

12

The explanatory variables differ across groups because variables that did not im-
prove the prediction of CASREPT downtime per month were deleted.

10This was done by multiplying each personnel variable by both a 600-pound

ship dummy and a dummy for ships with 1200-pound plants. The two variables were
entered separately into the relationship being estimated. If this procedure
did not improve the explanatory power, the results were discarded.

11Both linear and semi-logarithmic forms for the regressions were tested.

The functional form that predicted best for a group is the one used.

12A more complete presentation of results appears in Personnel Performance

and Ship Concition, CNS 1090, 31 March 1977, and is available from the authors
upon request.
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Boilers

For the most part, the ships have one of four kinds of propulsion plants. All

of the DDs in the Forrest Sherman Class, all the DDGs, and all the CGs have
1200-pound per square inch (p.s.i.) main propulsion plants and two screws. The
older DDs also have two screws, but 600 p.s.i. plants. The FF 1052 class has
one screw and 1200 p.s.i. plants, while the FF 1040 (Garcia) class and FFGs
have one screw and pressure-fired boilers. 13 Distinguishing among these kinds
of systems proved to be very important in explaining the material condition of
boilers as measured by CASREPT downtime.

Table 2 lists the CASREPT downtime for different kinds of plants. The more
complicated 1200 p.s.i. plants obviously have more boiler trouble than 600 p.s.i.
plants. Because boiler downtimes for the two types of one-screw plants were
similar, they have been treated together in the rest of the analysis.

Table 2

CASREPT Downtime for Boilers

Average CASREPT
Ship classes Number Kind of downtime (hrs/mo)
or types of ships equipment Boilers

CG, DDG, Forrest 36 2 screws, 730 a

Sherman destroyers 1200 p.s.i.
(except DD 933)

FRAM destroyers 33 2 screws, 218
600 p.s.i.

FF 1040, FFG 1 11 1 screw, 318
pressure fired

FF 1052 8 1 screw, 301
1200 p.s.i.

a 730 is approximately the number of hours a month. This means that, on the

average, these ships have one boiler CASREPT outstanding. Since they have two
boilers, one is usually CASREPT-free. In any case, existence of a CASREPT does
not necessarily imply complete inability to operate. Seventy-five percent of all
CASREPT downtime is C-2, implying minor degradation of mission-essential equip-
ment. If equipment is C-3 it is termed marginally ready. C-4 means not ready.
In this study all three types of CASREPTs have been aggregated together.

13The 91 ships include one diesel-powered ship, one 600 p.s.i. ship with one

screw, and one Forrest Sherman ship without automatic combustion control. All
three ships were deleted from the BT analysis.
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The predictive relationships estimated for equipment maintained by BTs are dis-
played in Table 4. The coefficients are the best estimates of the impact of a
one-unit change in each of the explanatory variables on the average number of
hours of boiler CASREPT downtime per month. These results are never in an un-
expected direction and are often quite significant.

Ships with two-screw, 1200 p.s.i. plants had much more downtime 
than other ships.

14

Not only did equipment complexity affect material condition, it also affected
the impact of the crew on material condition. Crew quality, as measured by entry
test scores, paygrade, training, and length of service, seems to have mattered
much more on 1200 p.s.i. ships, particularly those with two screws. We estimate
that an increase of one percentage point in the average Shop Practices Test scores
of BTs on two-screw, 1200 p.s.i. ships would lower CASREPT downtime by an average
of 138 hours per month. There is also a very high payoff to having rated per-
sonnel. A one percentage point drop in the fraction of BTs who are unrated
(E-3 or below) is associated with a drop of 25.19 hours in CASREPT downtime per
month. Married BTs are less productive than single BTs on two-screw, 1200 p.s.i.
ships. Perhaps they are less willing to put in the long hours the job requires.
Training was important on one-screw ships, though not as important as on two screw,
1200 p.s.i. ships. If a quarter of the BTs attend one extra school, CASREPT down-
time is estimated to fall by 72 hours a month (1/4 times 287) on the one-screw
ships. Variations in crew size, on the other hand, appeared more important on
600 p.s.i. ships. Addition of an extra BT could be expected to decrease down-
time by 71 hours per month.

15

14The coefficient of 7924 does not mean that two-screw, 1200 p.s.i. ships
have an average 7924 more hours of downtime a month than other ships. In cases
like this, where different coefficients are estimated for different types of
equipment, or where the characteristics that enter the predictive relationship
differ by equipment type, one cannot look at the coefficient of an equipment-
type dunny variable as reflecting the differential downtime of that kind of
equipment. To derive the average difference in downtime per month by equipment
type, one must use the entire relationship to estimate average downtimes for
different kinds of equipment at reasonable values of the independent variables.
A comparison of the numbers in the third column of Table 2 gives a good indica-
tion of the impact of equipment complexity on the material condition of boilers.

15The data underlying the crew size variable used here came from BuPers
Form 1080. We gathered these data only for the DDs in the sample. Perhaps if
we had had them for all 88 ships in this analysis, crew size would have appeared
more important for the 1200 p.s.i. ships. (There were six 1200 p.s.i. DDs in
this sample.) Using crew size data from the Enlisted Master Record, no crew size
effect was found. Usually the EMR and 1080 form measures of crew size correlated
quite highly (an average of .67). For BTs, the only rating for which 1080 form
data were used, the correlation was only .48.
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These results do not mean that crew size makes no difference on 1200 p.s.i.
ships or that Navy training makes no difference on 600 p.s.i. ships. They do
mean that variations in these characteristics within the ranges observed in
the fleet are not likely to make much difference.

Not surprisingly, we found that, other things being equal, older ships had
significantly more boiler problems.

SUMMARY OF RESULTS

The material condition of shipboard equipment is affected by the complexity and
age of the equipment, the length of time since it was overhauled, and the num-
ber and characteristics of the men who operate and maintain it. Crew charac-
teristics that influence the productivity of enlisted men include high school
graduation, entry test scores, race, marital status, length of service, pay-
grade, sea experience, and advanced training. Not all of these factors make a
difference for all kinds of equipment, but in all cases some of them matter.

Our empirical results are summarized in Table 4. It displays the characteristics
that we have found to influence the productivity of men in each of the six ratings
we examined. It also shows other factors that affected the material condition
of equipment handled by men in each of the ratings. An "X" signifies a relation-
ship that was unexpected; a check means that it was not. A blank means that no
relationship was found.l

5

Equipment complexity is an important factor in the condition of all kinds of
equipment.

In all cases, men in higher paygrades are more productive than their juniors,
even when length of service is held constant. Except for TMs, some measure of
LOS related positively to productivity. For STs, sea duty is the only kind of
experience that was found to increase productivity. Sea duty also is important
in several other ratings.

Our results regarding paygrade and experience must be interpreted carefully.
They mean that men who get promoted are more productive than men who do not
under existing promotion policies. They do not mean that more men should be
promoted. The mere act of promotion does not make men more valuable.

16In the rare cases where we found a relationship in a subsystem equation
(guns, missiles, or ASW) that was not in the corresponding rating equation, it
was assigned to the relevant rating in Table 4. Some of these estimated effects
are more statistically reliable than others.
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Table 4

Determinants of Personnel Productivity and Equipment Condition
__As Measured by CASREPT Downtime

Crew characteristics or other
determinants of material condition BT MM GM FT TM ST

Crew size / // 1

High school graduation V VI

Entry test scores / / V

Paygrade / / / / V VI

Length of service V V / V X

Sea experience faboard prior ships V/ V ,
aboard current ship V/

{number of schools attended V X X V v
Training number of NECs attained V V/

Marital status V
Race V

Ship ageV VV

Time between overhauls _/V

Equipment complexity V / / / /

In calculating productivity differences for men with different lengths of service
one must take account of other factors that differ with LOS. For example, men
who have been in the Navy 10 years are likely to be in higher paygrades than men
who have been in 5 years. The probability of promotion and the estimated addi-
tional productivity of men in higher paygrades must be taken into account in com-
paring the value of men with different lengths of service.

FTs and STs are more productive when they are high school graduates. In other,
less technical, ratings high school graduates were not estimated to be more
productive than other men of the same paygrade and LOS. Entry test scores predict
the performance of BTs, GMs, and Frs.

Variations in productivity reflected variations in training in all of our ratings
except for FTs. Perhaps all FTs are so highly trained that variations do not
matter much. When paygrade and LOS are held constant, however, additional school
attendance helped MMs and GMs only if it led to attainment of an NEC. Interestingly,
these were two ratings where sea experience was more valuable than shore duty in
increasing men's productivity. Some of the value of training may have been picked
up by paygrade variables. This will be the case if some men benefit from training
and others do not, and if those who benefit are more likely to be promoted. We
recommend extreme caution in using our results to draw negative conclusions about
the value of training.

Single STs and BTs were estimated to be more productive than married men in
those ratings.
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Entry tests may discriminate against black FTs, who are more productive than
expected on the basis of test scores and high school graduation. This effect was
not found in other ratings.

1 7

Older ships have more CASREPT downtime, particularly in engineering. Longer gaps

between overhauls lead to more downtime in half of the ratings studied.

Table 4 misses some important facets of our results. Frequently, higher skill
levels reflected in education, test scores, experience, or training increased
productivity only when men handled relatively complex equipment. On the other
hand, variations in crew size seemed to make the most difference on simpler ships.

CONCLUSIONS

We have answered most of the questions posed at the beginning of this paper. We
have estimated the relative value of different kinds of enlisted personnel in
different occupations, and shown how material condition could be improved. We
have quantified the effects of ship age, overhaul policy, and equipment complexity
on the ability of ships to perform their missions.

Our results have implications for what policies should be followed to improve the
management of enlisted personnel. In many cases, discovery of the precise nature
of these implications requires calculation of the cheapest way to improve material
condition. This, in turn, requires that our estimates of productivity differences
be combined with estimates of differences in the cost of personnel with various
levels of education, ability, experience, and training.

In other cases the policy implications of our results are apparent without future
analysis:

1. Place a higher proportion of senior men and highly trained men on ships
with complex equipment.

2. Pay more attention to the level of manning on ships with less complex
equipment. We would not recommend manning cuts where we found no impact of crew
size because maintenance is not the only task men have.

3. Do not screen men so carefully on the basis of high school graduation
and entry test scores in ratings where these characteristics do not seem to in-
crease productivity.

4. Try to get sonar technicians to spend more time at sea. Paying special
sea pay selectively to certain ratings should be considered.

5. Although higher entry test scores do not always indicate higher produc-
tivity, they usually do not seem to discriminate against blacks. Fire control
technicians are an exception. Perhaps blacks should be given waivers to become
fire control technicians even if they do not quite meet the usual criteria.

1 7CNA Study 1039, Enlisted Selection Strategies, by R. F. Lockman, found
that entry tests are relatively poor predictors of the success of blacks in
electronics schools in the Navy. (p. 10)
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6. The current Navy data system is better for measuring material condi-
tion than many people believe. We have found reasonable relationships using the

data.

7. More attention should probably be paid to the maintenance implications

of introducing complex new equipment.

j 8. The Navy's policy of paying married men more than single men should be

re-examined. Currently housing allowances and other benefits (exchange privileges,
medical care) favor married men. Wherever we found a difference in productivity

between single and married men, it was the single men who were better.

We found that the correlates of individual productivity and of subsystem material
condition vary widely from rating to rating and from subsystemr to subsystem. We

have actually estimated relationships that have merely been asserted in the past.
fh-s study is the first we know of to go beyond the assumption that the relative
value of men with different paygrades and lengths of service is measured by the
ratio of their salaries. We know of no other statistical evidence that encourag-

ing continuation at sea is important (aside from the possibility of cutting out
superfluous shore billets). Also, there are few other indications that overhauls
really do improve the subsequent condition of ships, and some work that calls the
assumption into question.

By concentrating on CASREPT downtime as the measure of the condition of shipboard
equipment, we have derived estimates that are relevant primarily for predicting
changes in CASREPT downtime. Such changes may not correlate with other measures
of material condition or operational capability, although they are correlated
with both inspection results and records of 3-M corrective maintenance actions.

In any case, CASREPTs are probably the best available information on ships' in-
ability to perform their missions.

We feel strongly that efficient operation of the Navy requires quantitative links

between the inputs that the Navy buys and the performance it delivers. This paper
is one of the first such links for ship operations.
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PERFORMANCE MEASUREMENT IN CIVILIAN ORGANIZATIONS;

APPLICATIONS TO THE MILITARY SETTING

Mark S. Sanders Ph.D
California State University, Northridge

ABSTRACT

A comparison is made of performance appraisal as practiced
in the military and in the civilian sector. The military
is far ahead of civilian performance appraisal in many

areas; however, in the area of assessment of management
skills, in particular through the use of the "assessment
center" concept, industry leads the military. The assess-
ment center technique is discussed in detail. It is
suggested as an approach which could be adapted profitably
by the military

The question that was posed to me, and to which this paper is addressed, asked:
"What can the military learn from performance measurement research and practice
in civilian settings?" The answer, unfortunately, is "not a hellava lot." In
fact, the military is far ahead of civilian performance appraisal in such areas
as automated performance measurement, skilled performance assessment, and team/
crew performance. One area, however, will be discussed, relating to the assess-
ment of management skills, which is being widely and successfully applied in the
civilian sector and could be adapted with utility in the military.

There are several reasons why civilian performance appraisal is, for the most
part, handicapped in comparison with that found in the military. For one thing,
government has had a headstart over industry in the area of performance appraisal.
Emperors of the Wei Dynasty (221-265 AD), for example, were aided by "Imperial
Raters" who appraised the performance of the members of the official family
(Whisler and Harper, 1962). Despite this early beginning, however, it was not
until the 1800s that government in the United States started appraising
performance. Industry, on the other hand, didn't really get around to it until
World War I.

More important than a slow start, however, has been the attitude among business
and industrial leaders concerning the value of human resources. It is interest-
ing that business and industry spend inordinate amounts of time and devote large
numbers of people to inventory their capital resources (money, raw materials,

machinery) yet are not willing to devote the same time and energy to inventory
their human resources. Spriegel (1962) surveyed 567 companies and found that
256 had discontinued appraisal of executives and 184 companies had discontinued
appraisal of foremen and lower level personnel. The most frequent reason given
for dropping a program was that the time required for appraisal became excessive.

Coupled with this attitude toward human resources is the basic profit motive
of most businesses and industries. What little performance appraisal exists is
often directed toward the "bottom line." Simple measures of quantity and quality
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of production have become the metric for evaluation. Other dimensions of per-
formance tend to be ignored and measurement techniques remain somewhat simplistic
and primitive.

Another force in the civilian sector which has attenuated progress on performance
appraisal has been the unions. Unions have stressed seniority as a determinant
of promotion and pay. Performance, beyond minimum requirements, has taken a back
seat in personnel actions. In essence, the incentive to management to invest in
elaborate or sophisticated performance appraisal of rank and file personnel has
been eroded to a large extent by this stress on seniority.

It is for these reasons that civilian performance appraisal has in general lagged
behind or, at best, kept pace with military performance appraisal.

The Civilian Performance Review System

The annual or semi-annual performance reviews used extensively in both the military
and civilian sectors are very similar and often suffer from the same shortcomings.
A thumbnail sketch of the typical civilian performance review process will aid in
identifying its weaknesses and may suggest parallels in military systems which
need attention. Three studies have surveyed civilian performance appraisal systems:
Spriegel (1962) surveyed 567 companies; Zawacki and Taylor (1976) surveyed 46 of
the largest U. S. corporations; and Holley, Feild, and Barnett (1976) surveyed 39
organizations. These studies will serve as the basis for statements concerning
common practices.

The aims or purposes of a performance appraisal system can be grouped into two
broad categories: employee development and administrative action (Sanders and
Peay, 1972). Appraisal programs are about evenly split between the two purposes,
with most programs having multiple purposes (Holley et al., 1976; Spriegel, 1962).
One rule, endorsed by virtually all writers in the field, is to limit the purposes
of the appraisal program (Sanders and Peay, 1972). Often the kind of information
needed for administrative action is counterproductive to employee development.
Zawacki and Taylor (1976) report that 58% of the companies in their survey include

the topic of pay in their discussions of appraisal with employees. This, in spite
of the fact that trying to counsel an employee when he knows his salary (or promotion)
hangs on a favorable evaluation will cause him to become defensive and blame every-
one and everything besides himself for his shortcomings (Meyer, Kay, and French, 1965).

Generally, the first level supervisor rates employees. There is evidence that
immediate supervisors' ratings are more valid (Whitla and Tirrell, 1953) and are
closer to the way the employees feel about themselves (Prien and Liske, 1962)
than ratings of higher level supervisors. Generally, raters are not adequately
trained. Often they are given little more than a group meeting explaining the
program and a rating manual to read (Spriegel, 1962). Yet studies demonstrate
that training increases both the validity (Bittner, 1948) and reliability (Stockford
and Bissel, 1949) of ratings. A good training program may require several training
sessions and workshops (Bittner, 1948).

The most common technique for obtaining performance appraisals is with the use
of a numerical rating scale (Holley et al., 1976). Often global-factors such
as 'quality of work," "quantity of work," "initiative" or "dependability" are

rated (Holley et al., 1976). This is usually done without due consideration to
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such problems as contamination, leniency, low reliability, or poor distinguish-
ability of the traits. The majority of companies rate from 5 to 14 different
traits, with some companies rating over 50, despite the prevalence of halo effects
when so many traits are rated. It is extremely difficult for raters to distinguish
more than five traits, with anything additional becoming redundant (Sanders and
Peay, 1972).

Performance appraisal ratings are most often carried out on an annual basis.
Most authorities are now suggesting at least semi-annual ratings should be done.
It is interesting to compare the situation today to that in 1922 when Patterson
recommended a three month interval between ratings rather than monthly.

As can be seen, little has occurred in civilian systems that is much different
from what is already going on in military performance review systems. There is
one appraisal paradigm, however, that seems to be unique to non-military organizations.
This is the concept of assessment centers.

Definition of Assessment Centers

Finkle (1976) defines assessment centers as "a group-oriented, standardized series
of activities which provide a basis for judgments or predictions of human behaviors
believed or kmwnto be relevant to work performed in an organizational setting."

According to Finkle (1976), the following four characteristics set assessment
centers apart from previous managerial assessment approaches:

1. They operate with fixed sized groups of assessees.

2. They use several assessors serving in a nontraditional assessment role.

3. They employ multiple methods of assessment with strong emphasis on
situational exercises.

4. They engender relatively favorable reactions from the assessees in the
organizations in which they have been established.

Each individual element, itself, is not unique. It is the combination of them
that sets assessment centers apart from traditional approaches of management
appraisal.

In an effort to further contrast assessment centers to other assessment techniques,
it will be of use to indicate what an assessment center is not. The following
activities do not constitute an assessment center (Kraut, 1976):

1. Panel interviews or a series of sequential interviews as the sole
technique.

2. Reliance on a specific technique (regardless of whether a simulation or

not) as the sole basis of evaluation.

3. Using only a test battery composed of a number of pencil-and-paper measures.

4. Single assessor assessment (measurement by one individual using a variety
of techniques).
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5. Use of several simulations with more than one assessor where there is

no polling of data (that is, each assessor prepares a report on performance in
an exercise, and individual unintegrated reports are used as the final product).

History of Assessment Centers

Although the title of this paper is "Civilian Applications to Military..." it is
interesting that the concept of assessment centers actually had its start in the
military. The approach was first used by the Germans, then by the British in
1942, and finally by the United States Office of Strategic Services (OSS) in
1943 (OSS, 1948). Its principal use was in selecting intelligence agents for

service during World War II. The OSS staff had taken seriously its obligation
to check the validity of their operations, but for a number of reasons, all of
which are spelled out in their book, Assessment of Men (OSS, 1948), they were
unable to do so very effectively. Nor did other immediate post-war assessment
programs fare very much better (MacKinnon, 1975), and, prematurely, as it turned
out, Cronback (1955, 1956) declared that the OSS style of assessment had failed.

Cronback could not have known that one year later, 1956, Douglas Bray would revitalize
the assessment method in the business world by beginning probably one of the most

ambitious longitudinal research programs ever undertaken. Its purpose was to
assess developmental patterns of beginning managers at AT&T (Bray, Campbell, and
Grant, 1974).

The first assessment center in American industry was established then, not for
operational goals of selection and placement, but for research purposes.

Growth of Assessment Centers

The first assessment center program established for operational purposes was
instituted at Michigan Bell Telephone Company in 1958 (Michigan Bell Telephone

Company, 1960). It was designed primarily as an aid to the line organization
in the selection of high potential employees for managerial positions. The
Michigan Bell center has been in continuous operation ever since its start and
assesses approximately 600 men and women annually (Huck, 1973).

The concept quickly spread to other Bell System Companies, where today over
10,000 employees are evaluated each year (Huck, 1973). Other companies and govern-
ment agencies began instituting assessment centers, including: Standard Oil
Company (Ohio), Sears, J. C. Penney, IBM, General Electric, Minnesota Mining and
Manufacturing Company, Peace Corps, Internal Revenue Service, and Oak Ridge Atomic
Energy Facility. It was estimated that, today, over 1000 organizations use assess-
ment centers (MacKinnon, 1975). The method is not only used in the United States,
but in Canada, Australia, Japan, Brazil, and South Africa (Huck and Bray, 1976).

In 1973, Bender surveyed 32 organizations and found that their centers were in
operation on the average of 2.5 years (range 1 to 15 years). Hence, although
there are a substantial number of centers in operation, most are relatively new
with few in operation longer than five years.

Principle Uses of Assessment Centers

The first operational assessment centers were developed to assess managerial

potential among non-managerial personnel. This still remains the principail goal
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of most assessment centers. In more recent years, however, the utility of
assessment centers as a training device for personal development and growth has
been recognized (Kraut, 1976; Anundsen, 1975).

jPrincipal Features of Assessment Centers
The only attempt to document variations among operating assessment centers was
done by Bender in 1973. Bender received questionnaires concerning 34 assessment
center programs. Much of the data to be discussed in this section comes from
that survey.

Length. Assessment centers vary in length from 1 to 6 days, with the modal
lengths being 2 and 5 days (mean equal to 3.7 days). Most centers are carried
out off the job, most often in a hotel/motel facility with assessees and assessors
remaining at the location throughout the period (Bender, 1973). Interestingly,
Moses (1973) reports that a one-day center yielded basically the same evaluations
as a more expanded, lengthy, multi-day operation.

Activities. Bender (1973) reports that centers use from 4 to 40 different
evaluation exercises with the majority of programs (71%) using 4 to 7 different
exercises. The most frequently used evaluation devices were:

1. In-basket 91%

2. Leaderless group discussions 91%

3. Business game exercises 88%

4. In-depth background interviews 65%

5. Psychological tests 59%

Each of these deserves a few words of explanation.

The in-basket exercise requires an assessee to sort and respond in writing to an
accumulation of mail, reports, notes, etc., which might be left in the "in-basket"
of a manager. Often the assessee is interviewed as to reasons for his actions.

Leaderless group discussions can be of either a cooperative or a competitive
nature. The range of problems is limitless and sometimes reflects specific
demands of the organization conducting the center. Most often the discussions
involve such things as whether a hypothetical company should sell out, who among
a group of hypothetical people should be promoted, how a disciplinary problem
should be handled, or how money should be allocated.

Business game exercises may involve presentation of written reports or oral pre-
sentations. J. C. Penney (Byham and Pentecost, 1970), in an assessment center
for product services managers, used a job relevant task. They had assessors,
acting as irate customers, call the candidate and make several unreasonable
demands. The assessee's ability to handle the situation was evaluated.

The in-depth background interviews, when used, usually cover an assessee's personal

history, work history, and the history of his goals and values (MacKinnon, 1975).
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Psychometric tests of mental ability, interests, values, and personality are
administered in some centers, but typically the scores are not used in making
decisions or recommendations. Rather, they are used as a check upon decisions
or recommendations already agreed upon, or sometimes are'retained for later
research (MacKinnon, 1975).

In addition to these devices, peer, self, and sociometric ratings are often used
in assessment centers.

The choice of assessment or evaluation devices is not a grab-bag process.
Initially, the required skills and abilities for the particular level of job
for which assessment is being made are determined. The selection of devices
is then made to ensure that the important skills and abilities can be evaluated.

Candidates. Candidates are usually nominated by their supervisors and to a
far lesser extent are permitted to nominate themselves (Bender, 1973). Usually
the number of assessees evaluated at one time is six or a multiple of six
(Bender, 1973), as this seems like an optimum number for group discussion
exercises.

Assessors. Often managers are used as assessors. They are usually two or
three levels above the assessees (Bender, 1973) and may or may not be assisted
by professional psychologists. The ratio of assessors to assessees is usually
1:2 or 1:3 (MacKinnon, 1975). This ratio helps ensure in-depth analysis of each
assessee. Byham and Pentecost (1970) believe that managers serving as assessors
are more accurate in their judgments than when they conduct regular performance
appraisals with their subordinates, for several reasons: (1) Not personally
knowing the assessment center candidate, the assessor is unbiased and uninvolved
emotionally. (2) The assessor can give full attention to observing behavior in
an assessment center. (3) The specific behaviors that are to be evaluated have
been identified and the assessor has been trained to observe them.

The amount of training given assessors varies from as little as five hours to as
much as 15 days. The average number of days allotted to training is 4 (Bender,
1973). Minimum training requirements for assessors have been recommended by the
Task Force on Development of Assessment Center Standards (reproduced in Kraut,
1976).

Some programs use a fixed group of managers as staff for several months, but often
programs use managers for only one program. Arguments for frequent change stress
the value of the assessment center experience for the assessors. The assessor/
manager becomes more sophisticated in making human judgments and gains firsthand
experience with the process, which helps to ensure its continued acceptance
among managers. Arguments for less frequent change of managers as assessors
concern the importance of greater stability in the program and the lower costs
of training (Finkle, 1976).

Traits. Assessment is always of multiple traits. Finkle (1976) reports the
traits rated from five assessment centers. The number varies from over twenty
for AT&T to ten for the IRS. Bender (1973) lists the 26 parameters most frequently
reported in his survey, but warns that an additional 40 were also listed. The
following are the top ten traits as measured by the number of programs indicating

evaluation (Bender, 1973):

128



1. Oral communication skills

2. Leadership

3. Organization and Planning

4. Decision-making skills

S. Problem analysis

6. Resistence to stress

7. Written communication skills

8. Energy

9. Use of delegation

10. Behavioral flexibility

The Report. The ratings and observations of each assessor are combined into
a final narrative report about each assessee. Some programs (for example, Sohio)
limit written reports to documentation of judgments, data and opinions developed
by and/or agreed to by the entire assessment staff. The emphasis is on requiring
the staff to offer only statements about how the assessee may be expected to behave
in the future. More typically, however, assessment reports such as from J. C.
Penney or Bell system programs, offer full elaboration on the observed situational
exercise behavior as well as on the background of the assessee (Finkle, 1976).
An example of a full-elaboration report can be found in an article by Byham (1970).

Usually these reports result in a global overall assessment of potential for each
assessee. A common result is that 30-40% of the assessees are rated in the
acceptable or outstanding categories, 40% are rated questionable, and 20-30%
are rated unacceptable. This, despite the fact that the assessees were hand-
picked by their supervisors as showing potential (Byham, 1970).

Most programs provide the assessees with feedback about their performance. It is
always given orally and also may occasionally be given in writing (Bender, 1973).
Kraut (1972, 1973) reports favorable reactions from assessees to their assessments.

Most assessment center programs also make the assessment known to top management
and may or may not put the assessment report in the assessee's personnel file.
Finkle (1976) warns against over use of the assessment center reports. He warns
that such reports must be used in conjunction with on-the-job assessments before
personnel recommendations can be made.

Validity of Assessment Centers

There have been numerous studies showing the validity of assessment centers for
predicting mobility, promotion success, and on-the-job performance (see Huck, 1973;
MacKinnon, 1975; or Finkle, 1976, for reviews of much of this literature). The
studies generally show validity coefficients ranging from .30 to over .60, which
is quite impressive. Most studies suffer from a problem of criterion contamination.
That is, the assessment center report is made known to the management who in turn
determines promotions and salary advances (two common criteria).
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Two studies, both done at AT&T, however, do not suffer from such criterion contami-
nation problems. Bray and Grant (1966) checked the assessment center's prediction
concerning which candidates would reach middle management 5 to 8 years after the
prediction was made. The point-biserial correlation between prediction and level
achieved in nanagement was .44 for the college men and .71 for the non-college
portion of the sample. In the second try, Bray and Campbell (1968) correlated
assessment center ratings with on-the-job performance of salesmen. They found
that 1007 of the candidates rated "more than acceptable" in the assessment center
met the on-the-job performance standards for salesmen. The percentages meeting
or exceeding the performance standards for each assessment center rating category
were 60% of those rated "acceptable," 44% of those rated "less than acceptable,"
and 10% of those rated "unacceptable."

Cohen, Moses, and Byham (1974) compared the percentages of success for assessed
and non-assessed groups from studies that made such comparisons. Almost without
exception, the performance of people promoted into management position with
assessment center recommendations was superior to that of people promoted without

such a recommendation.

Kraut and Scott (1972), besides finding substantial correlations between assess-
ment prediction made six years prior and promotions and demotions, also reported
an interesting finding. They found that the proportion of low- and high-rated
employees who left the company did not differ. This indicates that a low assess-
ment center rating does not result in employees voluntarily terminating. This
is encouraging, as candidates are evaluated only on managerial ability, not
technical skills or current job performance.

In this age of equal employment opportunity, validity is often not sufficient.
It is also important to show that an assessment technique is not biased with
respect to women and minorities. Within the Bell System, women have been assessed
since the early 1960s, initially in all-women groups, and starting in the later
years of the decade, in integrated groups with men (Moses and Boehm, 1975).
Bender (1973) found 73% of the companies he surveyed assessed females and 38%
even used females as assessors. A full 85% of the companies assessed minorities.

Several studies have found, happily, that overall levels of performance of men
and women in assessment centers do not differ (Huck, 1974; Moses, 1973). Assess-
ment center methods, therefore, appear valid for the selection of women managers
and do not result in the promotion of proportionately fewer women assessees
(Moses and Boehm, 1975).

Huck and Bray (1976) also found that there was no differential validity of assess-
mnnt center rating for black and white assessees.

In summary then, the assessment center approach seems to have substantial validity
for long range predictions of managerial success across many different organizations
and specific job situations. In addition, it seems effective for identifying

qualified women and minority candidates without bias. As such, it is likely that
assessment centers would have utility for the military, particularly in the selection
of officers. In view of the expanding role of women in the military, the utility
of the assessment center concept would be enhanced.
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PERFORMANCE MEASUREMENT SYSTEM ARCHITECTURE AND DATA PROCESSING LOADS

R. W. Obermayer
Navy Personnel Research and Development Center

San Diego, California

ABSTRACT

The point of view taken in this paper is that the perform-
ance Measurement System (PMS) is an information system that
provides information for decision. The emphasis is placed

on PMS processing loads and architecture, including treat-
ment of some of the PMS parameters which may be manipulated
during PMS design. An example PMS for flight research was
used to show the types of difficulties which may be encoun-
tered during PMS design and operation.

The importance of the utility concept for PMS design is
stressed: in short, is the desired information worth the
costs involved? However, it is noted that processing load
and schedule considerations may overshadow utility considera-
tions during PMS design deliberations.

Several suggestions are made for the reduction of PMS loads:
(1) attempt to implement only necessary and sufficient mea-
surement; (2) reduce the volume of data through experimental
design, through minimizing the number of parameters processed,
and through minimizing the sampling rate; (3) expect errors
and design the PMS to offer automatic detection and correction
assistance; and (4) use a highly automated PMS to provide early
transformation of raw data and quick interpretable results, as
well as consideration of other types of automated assistance.

The PMS is the source of information for decision and more care
than usual should be given to its design.

INTRODUCTION

The need for information leads to measurement, and it is important to keep in
mind that the purpose of measurement is to provide information. This point of
view is important for the development of appropriate measurement, for such de-
velopment must begin with this question: What do you want to know? It is also
important to maintain this point of view for the development of the Performance
Measurement System (PMS), for the PMS is, in essence, an information system.

The PMS collects data and performs necessary transformations to provide informa-
tion. For example, data may be collected by recording the indications of a
measurement equipment panel meter; however, these readings may not be Informative
unless they are related to other different meter readings or are statistically
averaged during a specified time. The PMS consists of all of the human and
machine components which provide meaningful information, compiled into a com-
prehensive data base for analysis. The PMS is also a conceptual structure as
diagrammed in Figure 1, which will he used in this paper to Identify and analyze
performance measurement difficulties in large data-collection efforts.
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The PMS for a large-scale system is often in itself a major, costly system.
Large amounts of raw data are collected and processed into a form for decision.
The PMS may bog down under the heavy data processing loads and ultimately pro-
duce little and/or misleading information. In short, the whole activity can
be a waste if the PMS is not designed properly. Since the PMS is really not
any different from other data gathering and processing systems, general data
processing system design techniques for reliable information processing without
overload are also appropriate to the PMS.

This paper discusses the design of the PMS in terms of architecture and loads
to provide essential information in a cost-effective manner. The form of a
PMS as addressed in this paper is the portion of Figure 1 within the dashed-line
border. Note that the output is directed to the decision-makers and that the
research scientist has the role of an interpreter to transform information finally
to the proper decision form; this process is certainly important, but the related
issues of such transformations are beyond the scope of this paper.

The input to the PMS is a sensor which may be a device or a human data collector.
In either case, information is sensed and transmitted to the system, correctly
or incorrectly, and perhaps with some degree of distortion. Since no sensor is
totally reliable, some forms of data editing must exist. Fcequently this is
just a manual/visual scan, but in a system with a heavy volume of data there is
a need for automatic assistance. As data are collected and transformed, an ac-
cumulative database is compiled. The raw data probably will also be recorded
so that the database could be recreated (possibly with new measures as the result
of new transformations). The data may be played back during this process; e.g.,
at an early stage for feedback to the subjects and/or review of the data for
errors and for preliminary test-analyses.

Of course, there are many variations of the PMS shown in Figure 1, but the stages
of sense, edit-correct, transform, update, playback-review, and analysis are
usually found in any large PMS. The problem is to keep data flowing smoothly
through such a system with acceptable accuracy and in such a way that the de-
sired information is produced at the end of the pipeline. Bottlenecks can
occur at any point in the process, and the design issues related to avoiding
bottlenecks will be treated throughout this paper.

An Example

As an example of a complex performance measurement system, a study by Obermayer
and Nicklas (1973), which was performed for the purpose of developing a measure-
metit system, will be briefly described. The performance measurement system was
expressly developed for use with a high-performance (Mach +3) research vehicle
with a two-man crew. The primary emphasis was placed on the assessment of crew
workload and on the development of a comprehensive PMS and set of measures for
the many facets of workload exhibited during stressful flight.

The research vehicle provided an intensive workload situation with emergency or
unexpected occurrences commonplace. In this regard, the unstart condition is
worthy of special mention. At supersonic speeds, a series of shock waves occur
in the engine air inlet duct. A suitable flow of air at proper pressure levels
is necessary for engine operation. At the limits of engine performance, the
shock waves may be forced out of the inlet, severely hindering the flow of air
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to the engine, with a subsequent loss of thrust called ail unstart. An unstart
may be mild, may be severeenough to batter the crew in the cockpit, or may
even cause pitch control problems which may lead to loss of control. It may
be seen that the possibility of an unstart was of some concern to the flight
crew, and, while some unstarts were planned or expected, numerous unexpected
unstarts occurred.

Data Sources. Data were available in this environment from a number of
sources, including (1) biomedical data from a cockpit recorder, (2) recordings
of flight parameters in the form of pulse-code-modulation tapes (PCM) and/or
information telemetered to ground recording stations, (3) communications re-

cordings, (4) crew interviews, and (5) observations collected in the Mission
Control Center during each flight.

A staggering amount of information was available from these sources. The bio-
med recordings included EKG, respiration rate, respiration volume, acceleration,
and audio; all of which were recorded throughout the flight. There were four
systems for flight recording, with 80 channels to each system, for a total of
320 channels; each channel was recorded at a rate of 200 samples per second,
for a total of 64,000 data points each second. Additional data were available

in the Mission Control Center in the form of flight path plots and strip-chart
recordings, and also from the flight crew in the form of flight notes and sub-
jective measurement.

Data Processing Procedure. An overview of the data processing procedure is

shown in Figure 2. Biomed data were collected in analog form, requiring that
the data be sampled and digitized, and specific parameters such as heart rate
were calculated from these data. The basic physiological data thus provided
were found to have sigiificant errors which were, however, computer correctable.
Desired measures were then computed from the corrected information. Voice com-
munication recorlings were tediously transcribed. Again, errors were found,
especially in the timing of events from these tapes; however, the errors gradually
accumulated throughout the tapes and were also computer correctable based on
external accurate time information. Flight recording information was taken
from three of the four system magnetic tapes and was transformed into computer-
compatible form. This step was such an extensive process that it was only per-
formed for specific time segments ordered in advance. Consequently, it was
especially important during flight monitoring to identify the segments of time
desired for analysis. The flight engineer's log and the audio recordings were
also valuable during the data-ordering process. When the flight recordings were
made available, careful manual and computer editing was again required to iden-
tify data losses, inoperative channels, and inappropriate time segments prior
to computation of performance measures. When all computer-derived measures were
collected, comparisons and correlations with subjective measurement were accomplished.

Measurement Computat ion and Analysis. A battery of measures was generated
for the evaluation of alternative methods for the measurement of workload, in-
cluding: (1) measures derived from EKG recordings, including heart rate and
sinus arrhythmia mpasures; (2) information quantified from audio communications
recordings; (3) subjective measures obtained from crew interviews and ratings
and also selected commentary from flight communications recordings; (4) measures
obtained by fitting mathematical models to pilot control data, quantifying the
manner with which the pilot performs manual control of the vehicle; and (5) mea-

sures of system performance on the tasks required of the crew to perform the
flight test mission.
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Inferences about pilot performance and associated workload can be obtained using
the above battery of measurements by making comparisons of performance (1) just
before a flight test maneuver to that during the maneuver (also early in the
maneuver to that later in the maneuver), (2) during normal maneuvers such as
cruise, climb-descent, turn, etc., to performance during the same maneuvers
with superimposed propulsion tests, and (3) during control of primary flight
parameters as opposed to control of secondary, or lower priority, flight parameters.

General Criteria for PMS Design

The point of view taken in this paper, as expressed earlier, is that the PMS
exists to provide information and that, ultimately, the information supports a
decision. The process of measurement is supposed to provide the needed informa-
tion; therefore, the effectiveness of the measurement should be evaluated in
terms of the utility of the information for decision making.

In classical terms (Cronbach & Gleser, 1957; Wald, 1950; Girshick, 1954), the

utility of measurement is determined by the following formula:

UTILITY = (Cost of erroneous decision) - (Cost of measurement).

Of course, the cost of erroneous decision is often difficult to assess, but it
is important to note that often a satisfactory decision can be (or must be) made
on less information than one would desire, and that measurement is a costly pro-
cess; the possible avoidance of erroneous decision may simply not be worth the
cost.

One might be tempted to present a list of measurement criteria consisting of
various forms of validity (Obermayer, 1964) and reliability. However, validity
is often a vague concept difficult to apply in practive, and the scientist may
wish to substitute subjective estimates of comprehensiveness, accuracy, and
reliability. To be on the safe side, various forms of redundant and similar
measures may be included in the measurement set. However, one should first
identify the decision to be made and then the minimal information satisfactory
for the decision. The cost-effective measurement system may then be more readily
defined if this general procedure is followed.

Processing Requirements. Performance measurement design will also be heavily

influenced by the schedule governing the time at which measurement information is
needed. A typical list of measurement system processing requirements may be:

1. Daily summary data (or before next major data collection).

2. On-the-spot briefing.

3. Weekly database update.

4. Early trial analyses.

5. Lead time for final summary analysis.

A schedule requirement exists because of the need to monitor the quality of mea-

surement as it is collected; for example, the measurement should be examined

138



regularly (e.g., at the end of each day) to determine if part of the measure-
ment system is malfunctioning. This way, the problem can be fixed before un-
acceptably large quantities of data are lost and cannot be recreated. Often,
there is a requirement for briefing crews or providing feedback to subjects,
making some information necessary near the end of each trial. Regular data-
base updates are desirable to provide a broader view of the nature of the data
collected, to permit thorough editing, and to make backup copies to prevent
accidental loss of data. Early trial analyses are desirable for feedback on
study trends, for modifications to procedure if absolutely necessary, and, as
will be seen, to provide the possibility to reduce and streamline the PM.S.
Finally, of course, data processing of all measurement must be completed with
sufficient lead time for final analysis and reporting. In short, this sort of
processing requirement will provide specific demands on the performance of the
PMS and may have a strong influence on the amount and type of information which
can be made available through measurement.

Measurement Loads. The capability to process measurement loads on schedule
is such an important design consideration that this paper mainly stresses methods
for preserving measurement quality in the face of such loads. In the flight re-

search example, performance parameters are generated at a rate of 64,000 data-
points per flight second; therefore, a selected minute of a flight (the basic
unit used for measurement in the example) could require the processing of 3,840,000
data points. Of course, one must be more selective in the specific parameters
actually needed for measurements. For the example, however, the minimal para-
meter set was about 32 parameters, resulting in the production of a potential
384,000 data points per flight minute, which would still be an overwhelming
amount of data for a large number of flights averaging about 1 hours (34,560,000
data points) per flight.

The Necessary and Sufficient Measure Set

A principle that appears to be commonly used in the generation of measurers for
performance measurement is, "If it moves, measure it." This is, parameters which
vary during a segment of performance are often considered important for measure-

ment just because they are known to change, and knowledge of all types of varia-
tions in these parameters is considered important. In view of the high costs of
measurement and the levels of measurement loads which develop, it may be more
appropriate to follow the following procedure: (1) identify necessary informa-
tion requirements, (2) identify candidate measures which impart needed informa-
tion, (3) examine the utility of each measure, and (4) select only the needed
measures from the set of candidates. The latter procedure is reflected in the
flow diagram shown in Figure 3, and this is the logical point to start in the
development of the PMS.

Generation of Candidate Measures. Some insight into the process of genera-
ting measures can be gained by examining the methodological framework which is
used to conceive measurement. For this purpose a generalized model is presented
in Figure 4 (adapted from Finley, Obermayer, Bertone, Meister & Muckler, 1969)
in the hope of achieving some clarification.

What the figure says, in effect, is that for performance measurement in person-
machine systems we must be concerned with three levels of measurement analysis:
(1) system requirements and appropriate system performance measurement, (2) human
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operator task analysis and the performance measures related to that level, and
(3) basic behavioral dimensions involved in human task performance. In addition
to the measurement indicated in Figure 4, consideration should also be given to
psychophysiological performance measurement such as workload and the amount of
energy expended while performing work. No attempt will be made (nor is it pre-
sently possible) to accomplish an integration of the person-machine performance
dimensions; rather, the point to be made here is that this approach will generate
a large (often overwhelmingly large) set of different, but interrelated, measures.
In short, this is where many data processing load problems start.

Consider the task of measuring throughout a naval mission: the mission may be
divided into maneuvers, the maneuvers into segments, and, within each segment,
a number of tasks with a number of task dimensions may be measured. For each
portion of the mission thus defined, system, task, and behavioral measures may
be developed. With this background, it may be apparent that a large number of
candidate measures may be defined. In fact, for a simple captive helicopter
performing a series of common maneuvers, over 800 measures were generated (Vreuls,

Obermayer, Goldstein & Lauber, 1973). Faced with the practical and conceptual
difficulties encountered with this many measures, the desirability of achieving
any possible reduction is evident.

The Necessary and Sufficient Measure Set. Given the system analysis, task
analysis, and behavioral dimension analysis of Figure 4, one may attempt to
choose specific measure forms. Normally, the result will be a large set of
candidate measures. Many of these will be equivalent alternative forms; others
may prove to provide unnecessary information or none at all. First, however,
it can be asked if this measure set is sufficient; that is, are all the system,
task, and behavioral phenomena accounted for in sufficient detail? Next, it
can be asked if the resulting measure set is necessary; that is, are all the
measures really needed and, in particular, needed for the specific decisions
at hand? For measurement in a complex system environment, the quantities of
measurement required and the difficulties in effecting measurement combine to

require that all unnecessary and redundant measures be eliminated.

The question of sufficiency is one which depends largely on the effectiveness
of the analytic techniques used and on the research which has been undertaken
to understand the phenomena involved. The question of necessity is one which

can be answered if operational criteria for necessity can be specified.

At least three general criteria may be defined to guide the reduction of the
candidate measure set:

1. Dis ard those measures which provide the same information; that is,
discard those that correlate highly.

2. Retain only those measures which are able to discriminate critical per-
formance differences; that is, retain the measures which are able to discriminate
(for example) between "good" and "bad" performers or students and instructors,
ijid to discriminate performance changes during training. For the flight research
example given earlier, measures which discriminate between tasks with different
levels of workload can be determined through statistical methods. Nevertheless,

selection of required measurement remains an important and largely unsolved
issue, often more critical from a practical point of view than developing new
forms of measurement.
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B
3. Retain those measures which relate to or predict performance of interest;

for example, those that are able to predict terminal training performance or
deficiencies requiring special attention.

An intercorrelation analysis, correlating each measure with every other measure,
provides a means for determining redundant measures (criterion 1). Multivariate
statistics provide means for testing measures with respect to criteria 2 and 3.
Given data from groups known to be different in some way, a multiple discrimi-
nant analysis yields the information to determine the measures which contribute
to the discrimination. A canonical correlation analysis will allow determination
of those measures which relate to (or correlate with, collectively) other mea-
sures (for example, measures taken early in training vis-a-vis measures taken
late in training). Computer programs are available which can reduce the candi-
date measure set in a stepwise iterative fashion, allowing one to reduce the
measure set to a manageable size with specific known properties of the measure
set ultimately retained.

Although some analytical tools are available for measure selection, the problem
is not totally resolved. Data must be collected from groups of subjects with
known properties; consequently, two difficult tasks arise: (1) time-consuming,
laborious data collection to perform measure selection as needed, and (2) the
identification of subject groups with known characteristics (probably subjectively
identified). Consequently, while some techniques for measure selection are
available, additional developments are in order to increase the effectiveness
and efficiency of measure selection.

Reducing Volume

Although it should be obvious, for the sake of completeness it should be mentioned
in passing that the measurement load can be reduced if one just doesn't collect
as many data points. For example, an efficient experimental design will not
create the high measurement loads that an inefficient design will. Perhaps not
as obvious are those cases where the same measurement can be based on fewer per-
formance parameters, and when parameters need not be sampled as often.

For the flight research example, it was found that the parameters of interest
were distributed over three of the four PCM system tapes recorded for each flight.
This caused severe computer processing difficulties with long delays because such
processing used all of the magnetic tape drives and prevented use of the machine
by more than one user at a time. After some experience was gained, it was found
that the pertinent parameters were recorded mostly on one tape, and that the
others were either also recorded on the blomed tape or could be computed from
the parameters on the one tape. After simplifying to a one-tape procedure, the
measurement load decreased drastically: run time was reduced 50 percent; total
delay was reduced from weeks to generally overnight.

Each parameter on the PCM tapes was recorded at a rate of 200 samples/second but
could not be easily processed further at this sampling rate. An important sampling
theorem (Blackman & Tukey, 1958) can be stated in terms of the bandwidth of the
original parameter signal: the minimum sampling rate, with respect to reproducing
the original frequency content from the digital signal, is twice the highest signi-
ficant frequency. Briefly, to retain the original spectral qualities, the sampling
rate must be numerically greater than twice the bandwidth. For example, if the
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bandwidth (highest frequency) is 1 Hertz, the data must be sampled at a rate of
2 samples/second. For the bandwidths which are within human capabilities for
manual control, this rule translates to a maximum sampling rate of about 10
samples/second. For the specific control signals recorded, and considering
the bandwidths of the sensors used, a sampling rate of 5 samples/second was
found to be acceptable. Sampling at a higher rate would only have increased
measurement load, as no additional information could have been derived from
signals sampled at a higher rate.

Designing for Error

The saying that "if something can go wrong, it will," suits the performance
measurement system well. After reduction of the measure set, parameter set,
and sampling set, the primary bottlenecks will probably be in the edit-
correction loop of Figure 1.

All data must be examined visually because the unexpected often occurs, making
full automation impossible at this point. However, if the data are stored in
digital form on some computer medium, the error must be replaced through some
use of the computer. Furthermore, some errors occur so regularly that a com-
puter program must be prepared to detect them and to make the usual correction.
On-line display methods can be developed so that human surveillance can be
maintained, and these "automated" detection/correction procedures can be approved
at each step while the operator maintains a lookout for any other anomalies.

It is quite important to detect problems early so that remedial action can be taken

before it is too late. The need for daily examination of data (at worst, overnight
processing of data for examination before the next day's data collection) should be
given heavy emphasis to sustain the type of processing schedule listed under the
section on Processing Requirements. For example, the biomed recordings for the
flight research study lagged behind for about 6 weeks at one point. When they were
finally examined, it was found that there had been a problem with the flight re-
corder, causing the loss of biomedical data for five critical flights. Other bio-
med diffiLulties which may be of interest for anticipating errors for PMS design
are: (1) data were labelled with the wrong time, periods of data were missing,
and a "minute" of data was sometimes longer or shorter than a minute; (2) the com-
puter program measured exceptionally long and short heart beats occurring in pairs;
and (3) beats were skipped, measured with zero duration.

Long delays were also encountered with the flight research telemetry data tapes;
however, a significant part of the processing delay was reduced when the require-
ment was reduced to one tape instead of requiring the merger of three tapes. A
number of aircraft parameters were found to be incorrect without further computa-
tions to correct for temperature, altitude, etc. The data tapes often were not
as ordered; for example, the data were found to have different start/stop times,
and sampling rates and the segments ordered were found to be combined or split
into two parts. One data tape was overwritten by some user so that the data
from that flight was not usable. The time of occurrence of flight events was
sometimes not as reported, requiring careful monitoring of time in the mission
control center and measurement of time from the audio tapes; even so, the time

recorded on the tape was sometimes Inexplicably different. A further difficulty
was largely due to inadequate understanding of the nature of some tests; for

example, some data collected to analyze crew control performances were found to
have included no operator control since the system was in an automatic flight mode.
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Moral: Design for the occurrence of errors in the PMS. A flexible, semiauto-
matic system should be designed to aid in the detection and correction of errors.

Do not assume that any data are correct until examined carefully with the aid of
computer tests.

The Automated Performance Measurement System

It should be noted that the flow is greatly reduced in Figure 1 at the point where
measure transformations occur. Here, a number of parameters sampled many times
per second over a period of time enter a computation which yields only one number.
It may be seen, therefore, that a useful general rule for the reduction of mea-
surement load is to transform early. Further, it is wise to record raw data
only over those periods of time required for the measurement transformations;
that is, do not record data for the full mission duration just to compute mea-
sures for selected minutes of performance. However, greater periods of time
are often recorded to be sure to include the needed time period; these data
are then computer-scanned to determine the point at which measurement trans'

tion should start and stop. Additionally, it is desirable to produce direct
interpretable results as early and as often as possible throughout a study tc
detect unexpected errors and to develop early indications of data trends.

An automated performance measurement system (or subsystem) can conceivably accom-

plish these ends: transformations can be calculated early, often as the data
are being collected; the computer algorithms can detect stop and start times,
avoiding excessive data recording (in fact, recording is only a backup for
selected replay and processing); and directly interpretable results (the per-
formance measures) can be displayed at the end of each mission, or possibly at
the end of each mission segment.

A performance measurement subsystem of the type suggested by Knoop (1968) and
Vreuls and Obermayer (1974) is presented in Figure 5. A digital computer is used
to monitor sensed parameters during each maneuver comprising the man-machine sys-
tem mission; different parameters may be monitored during each maneuver. The
portions of the maneuver during which measurement is desired are called segments;
when the segments are defined logically, the computer is able to determine when
measuring should begin and end. During each segment a number of measures may

be computed according to specified transformations of each parameter. The mea-
sures are subsequently stored for later analysis. The structure of the perform-
ance measurement subsystem can be fixed, and tables can be entered by the scientist
to define start/stop conditions, parameters and sampling rates, and measure
transformations.

The technology for performance measurement subsystems has been developed and
tested. However, the specific design will depend upon the equipment configura-
tIon available, measurement information requirements, and constraints such as

size, weight, power, heat, and cost.

While the basic structure of the performance measurement subsystem is shown in

Figure 5, other associated functions should be included as indicated in Figure 1,

such as data editing and analysis programs. Statistical analysis programs are,

of course, needed to process the measures stored In the data base; and the need

for data editing should not be overlooked under the Incorrect assumption that

errors do not occur In automatic computerized systems. Errors do occur frequently
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in such systems for reasons such as described in the previous section. Because
of the volume of data processed, the investigator requires computer assistance
in both error detection and error correction.

A Procedure for Performance Measurement System Development

The previous sections of this paper present information which, it is believed,
should be useful for the design of new PMS and for the redesign of the poorly
performing PMS. Partially as a review, and partially to show the integration
of this information into a design effort, the following paragraphs present four
steps for PMS development. Of course, much of this procedure is relevant to the
topic of performance measurement as a whole, and not just the systems for measuring.

Step 1. Analytical human-machine system study.

a. Perform analyses of system, mission and functions, analyses of
human operator-maintainer tasks, and analyses of socio-psychological behavior.

b. Identify critical dimensions of the system, tasks, and behaviors.

c. Specify system, task, and behavioral measures.

As a first step in measurement development, as a general rule, the information
implied by the general methodological model of Figure 4 must be made available.
The information for measurement, as in Figure 4, requires the conduct of a series
of analytical studies. We must define what we know about the system and the
relationships between the subsystems to determine the criteria relevant to the
performance of the defined mission. These must be translated into the terms of
human tasks and human implications. From this, a candidate measurement set can
be developed. As previously discussed, such an approach often leads to "overkill."

Step 2. Empirical Measurement System Study.

a. Collect sample data for candidate measures to permit statistical
reduction to the necessary and sufficient measure set.

b. Collect sample data for determination of optimal sampling size and
sampling rate.

c. Collect data on measurement system errors.

Step 2 is one which is generally omitted, but it is the step which, in practice,
permits design approaching the optimum. Costly and time-consuming data collection
efforts are involved; however, the benefits will include better measurement as
well as improved PMS performance. Data are required to (1) reduce the candidate
measures to those that are necessary and sufficient, (2) reduce data collection
for the production of the selected measures, and (3) provide measurement experi-
ence (especially in regard to PMS errors) leading to optimal PMS design. These
requirements may be met individually, but if a block of effort can be set aside
for all three objectives, then a sequence of studies may be performed which
satisfy all requirements more efficiently.

144



Step 3. Design the P1S.

a. Optimize data processing loads.

b. Design for error detection and correction.

c. Design for automation.

d. Collect data for the computation of measurement utility.

In short, one should specifically design the PMS, using principles such as those
developed in this paper, and not just let the PMS grow "like topsy." This paper
has been primarily concerned with this step.

Step 4. Test the PMS and Iterate. As a final step, since the previous steps
provide no guarantee that the PMS will be totally satisfactory, the PMS must be

tested under simulated or sample conditions to provide data on PMS performance.
Given data on less than satisfactory PMS performance, a diagnosis and redesign
can be attempted to again provide the needed PMS. Unfortunately, this type of

iterative PMS design approach seems to be the best that can be offered with the
current state of the art.
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Figure 3. Selection of necessary and sufficient measures.
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ABSTRACT

Detailed prediction schemes of operator performance do not
exist, even though there is a widespread requirement for

quantitative performance measures throughout the life cycle
of personnel systems. Some approaches to quantitative per-

formance measurement are reviewed, and a description of a

prototype performance assessment system based on polynomial
regression prediction equations is presented. These equa-
tions can be used to determine tradeoffs in system design,

to optimize personnel performance through the appropriate

design of tasks, to isolate potential training requirements,

and to provide a comparison standard for assessing personnel

readiness in operational systems. In addition, a discussion
is provided on the use of an automated performance measure-

ment schema to enhance personnel effectiveness by embedded

performance measurement, evolutionary system operation, and

the development of appropriate job aids. Several unresolved

issues dealing with future analytical and research needs are
presented. These Issues include the development of a proto-

type assessment system, an investigation of efficient strat-
egies for data collection, the consideration of the appropriate

candidate systems for automated performance measurement, and

the cost effectiveness of such measurement systems. It was

concluded that current advances in behavioral research method-

ology now make it feasible to consider the development of a

complex, automated performance measurement system. Once
this system exists, it can be used to generate a realistic

data base of complex human performance from which meaningful

generalizations can be made.

INTRODUCTION

The keystone for meaningful human factors applications to Navy personnel systems
Is the development and use of valid and reliable quantitative measures of opera-

tor performance. These measures are required throughout the life cycle of person-

nel systems. For example, predictions of personnel performance capabilities and

limitations are used during systems design to maximize operator/machine interface,
measures of personnel effectivness are critical to operational test and evalua-

tion of new systems, and continual assessment is needed of the operational read-
iness of Navy personnel in existing syqtems.

Given the importance of the requirement for evaluation of personnel performance,
it is somewhat surprising that detailod, quantitative prediction schemes of the
operator do not exist. Human fa tors handbooks (e.g., Parker and West, 1973;

VanCott and Kinkade, 1972) and textbooks (e.g., McCormick, 1976) provide a great
deal of information about human performance, but this information is not usually

presented in a format that represents the complexity of the operational system.
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N,} CCI Iy, Bl ci hard (1975) conducted a survey of the Navy's research and develop-
rwnt community to develop guidelinea for a human resources data storage system.
P, rt of this survey was directed toward the perceived utility of currently available
h,,uAn crformance data sources. These sources included the experimental literature,
: m:.n factors guides and manuals, and fleet exercise data. All three sources were,

f,:A.1w: to b quite lacking. Most respondents reported that the experimental litera-
rne was, for the most part, not generalizable to applied work on Navy systems,

,rei cupan engineering guides and manuals were only of limited utility. Fl eet
e' rc is, data, on the other hand, were judged to be somewhat undependable because
they were obtained from human observers and were subject to human errors and biases.
In summary, Blanchard (1975) reported that many users of operational personnel
performance suggested that objective, instrumented data collection regimes are
needed.

The major reason for the present dearth of quantitative information is methodological.
Pvt-onnel performance is a complex function of several parameters interacting
o ioltaneously to manifest a particular behavior. The effect of one parameter,
0l,-h as sonar display format, may change dramatically as a function of other
viriahles, such as time-on-watch, background illumination, data update rates, etc.
Cl L' epently, a systems designer must have knowledge of the complex interrelation-
ohips of all of the critical variables in a system before totally accurate extra-
ro,:,tions to operator performance can be made. Traditional factorial design
c,-,arch methods cannot be used to gather these data due to the tremendous amount
ol time and cost necessary to evaluate all of the possible interactions that exist.

APPROACHES TO QUANTITATIVE PERFORMANCE MEASUREMENT

Sk,.'vral approaches have been used with limited success in providing quantitative
measures of performance assessment. The more successful procedures have attempted
to incorporate the complexity and multivariable aspects of personnel performance.
The most recent approaches take advantage of computer capabilities to automate
the performance measurement procedures.

Svnhetic Tasks

Alluisi (1967) and his associates used a multiple-task performance battery in a
synthetic work environment to assess complex performance. The tasks used in their
battery were designed to measure functions typically demanded of the human operator.
I'ly included watchkeeping of static and dynamic processes; sensory-perceptual
functions of signal discrimination and identification, long- and short-term memory
functions; information reception and transmission functions; intellectual functions
of information processing, decision making, and problem solving; perceptual-motor
functions; and procedural functions. These functions were combined in synthetic
work environments that consisted of passive and active tasks occurring in realis-
tic workload arrangements. Subsequent measures of operator performance in these
synthetic tasks could then be used to assess the effect of various critical func-
tions that the human operator must perform in a variety of human operator/machine
sitiiat ions.

;.icter-Aalykic Approach

.Another approach has been directed toward determining an empirically derived task
taxonomy that can be used to describe complex tasks. This approach used factor

154



analytic procedures to specify the task dimensions empirically, as opposed to the
Alluisi (1967) approach of first specifying general categorical terms of tasks.
Fleishman (1967) reviewed his approach, which has been used in many laboratory
and field settings to investigate skill learning, individual differences, opera-
tional task proficiencies, and the effect of changing task requirements. ie was
able to isolate various psychomotor factors and physical proficiency factors,
which account for a wide range of perceptual-motor task performances. Som_ of
these factors are summarized in the following lists (Fleishman, 1967):

Psychomotor Factors Physical Proficiency Factors

1. Control Precision i. Extent Flexibility

2. Multilimb Coordination 2. Dynamic Flexibility

3. Response Orientation 3. Explosive Strength

4. Reaction Time 4. Static Strength

5. Speed of Arm Movement 5. Dynamic Strength

6. Rate Control 6. Trunk Strength

7. Manual Dexterity 7. Gross Body Coordination

8. Finger Dexterity 8. Gross Body Equilibrium

9. Arm-Head Steadiness 9. Stamina

10. Wrist, Finger Speed

11. Aiming

Automated Performance Measurement

The two previous approaches developed a performance measurement battery based on
either a conceptualized set of human operator performance functions (Alluisi, 1967)
or an empirically derived set of underlying task factors (Fleishman, 1967)
Although both of these approaches have been somewhat successful in explaining
the characteristics of operator performance, neither has resulted in widespread
operational system application. A third alternative, which is more task specific,
automatically measures a variety of task parameters present in the actual system
and then relates these parameters to human operator performance. Knoop (1973)
developed such an automated performance measurement technique for assessing pilot
proficiency in aircraft simulator and flight environments. To demonstrate the
feasibility of this approach, she automatically recorded 20 flight variables
(e.g., airspeed, pitch, RPM, throttle positions, flap positions) during Lazy 8
and barrell roll maneuvers in an instrumented T-37B aircraft. A variety of
computer-alded teclniqtis using Boolean functions and a computer analysis of
maneuvers based on a pi-ori. hypotheses of potential measures were used to assess
pilot performance. Although the performance measurement scheme was succssful,
the tremendous amount of complexity in defining the computer analysis may limit
the widespread application of this approach.
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An alternative procedure was used by Leshowitz (1976). lie used a multiple regres-
sion approach to relate various flight parameters, which were automatically recorded
in a low fidelity flight simulation, to instructor pilot .ratings of several standard
instrument maneuvers. He was able to predict the instructor ratings quite accurately
using these regression techniques. Once equations such as these are validated, they
can then be programmed easily into the simulator computer to provide automatic per-
formance assessment.

Portable systems using minicomputer and microprocessor technology have been deve-
loped to collect and to analyze operator performance. One such system is described
by Urmston (1975) for use with tactical display systems on Navy ships. Tile Opera-
tional Performance Recording and Evaluations Data System (OPREDS) is self-contained
and does not interfere with normal tactical operations. The data collection system
can automatically record console actions as well as instructions from the tactical
displays system computer. In addition, a data reduction system can analyze the
data to reconstruct the operational exercise into a complete set of action records.
These records, in turn, can be used to evaluate operator performance. Additional
work, however, is needed to develop measures of optimal performance as well as
the relative influences of the various parameters in the action records on operator
per formance.

AUTOMATED PERFORMANCE ASSESSMENT SCHEMA

Rerent advances in behavioral methodology now make it feasible to consider the
gtcnmration of complex data bases of human performance. With the advent of high-
spced, low-cost minicomputers and microprocessors, it is also possible to consider
,omputer-based procedures for assessing and predicting personnel effectiveness.
lThese capabilities, coupled with new research approaches, can be used to gencrate
meaningful, quantitative prediction equations of operator performance. It is
hoped that, once a variety of tasks is characterized in this manner, a realistic
human performance data base will exist so that meaningful generalizations can be
made to the design of new systems.

Performance Prediction Equations

In addition to measuring operator performance objectively, an automated perform-
ance assessment scheme must incorporate procedures whereby the effect of a system
variable on resulting human operator performance can be expressed quantitatively.
These mathematical relationships can then be used to predict human performance,
to determine the set of systems parameters that results in optimum performance,
and to provide performance standards for comparison purposes.

Polynomial Regression Equations. Traditional analysis of variance designs
do not provide the appropriate data analysis procedures for expressing these
quantitative functional analyses. Finkelman, Wolf, and Friend (1977), however,
point out that polynomiil regression procedures provide a reasonable alternative
to analysis of variance for data characterized by lower-order trends. A polynomial
expression provides a convenient approximation to a variety of mathematical rela-
tionships, thereby making it a powerful tool for predicting operator performance
while still using a single standard format.
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Polynomial regression prediction equations are extensions of general multiple
linear regressions of the form

k

Y= + k B i X. + (1)i=l 1

where Y is the measure of personnel performance (e.g., number of errors, effici-
ency rating, time to complete a task); X is the set of quantitative parameters
(e.g., system response time, display size, operator duty time) that constitute
the operational task; and Bt are the partial regression weights for each term in
the prediction equation. These partial regression weights can be determined by
empirically using standard least squares procedures.

Often, system parameters interact and have curvilinear relationships with operator
performance. Polynomial expressions can easily be expanded to include these higher-
order curvilinear effects in addition to the first-order linear effects. Consider
a complete second-order polynomial expression including three X variables: Such
an expression might be used, for example, to assess the human operator's target
detection latency (Y) on a visually time-compressed radar display as a function
of target velocity (XI), number of stored frames (X2), and amount of clutter (X3 ).
The resulting second-order polynomial expression would be

2 2 2
Y = ao + B1 X1 + B2 X2 + 3 X3 + B X1 + s X2 + 66 X3 (2)

+ B7 X1 X2 + 46 X, X3 + F9 X2 X3

where the al, B2 , and 3 terms express the linear main effects of the three variables;

B., Bs, and B6 terms express the pure quairatic main effects; and B7, Ba, and 9
represent the linear X components of twc-wriy nteractions. Additionally, this
polynomial expression can be extended to fit higher-order effects (e.g., cubic or
quartic) of main effects and interactions merely by adding more terms to the

expression.

Data Collection Procedures

Before a least squares analysis can be conducted to determine the partial regres-
sion weights given in Equations I and 2, variolis measures of the Y and X values
must be gathered. Most regression analyses are conducted on data gathered in a
passive manner. In other words, measures of the dependent variable, Y, are ob-

tained simultaneously with the recording of the various values of the system
variables, X. Across subjects and/or repeated observations there are enough
fluctuations in the values of the X variables to conduct the regression analysis.
The data recording scheme used by Leshowitz (1976) to predict instructor pilot
ratings is an example of this approach. He used no systematic, experimental
manipulations of the X variables to form the data base for the regression analysis.

An attractive alternative is to employ experimental designs to manipulate the
various levels of the X variables. Tn this way, economical data collection
srhomes can be used to sample the effective range of interest of each X variable
so that the optimal points of Y porformance can be determined efficiently. For
example, Callaher, Hunt, and Williges (1977) used such an experimental manipulation
approach with a fractional-factorial design to calculate polynomial regression
equations for generating predictor d!qplay symbology.
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Res2onse Surface Methodolpy. One of the more perplexing methodological prob-

[ems in using experimental manipulations to provide the data for polynomial

,.xpresslons is how to collect the data in an efficient manner on operational

tasks characterized by many interacting variables. The use of complete factorial

:ultivariable analysis of variance design as a data collection scheme is impracti-
,-al in these situations because of the large number of resulting treatment

co01ditions. One particularly promising solution to this methodological problem

is response surface methodology (RSM), which was originally introduced by Box

and Wilson (1951).

These procedures provide an economical strategy employing a variety of techniques
for conducting multi-factor research to seek an optimal level of performance.

I'he strategy includes designs for initial pretesting, for collecting and analyzing

data in stages to add and subtract variables of importance, and for determining

the point or points of optimal performance.

Central-Composite Designs. One of the more useful designs in RSM is the

central-composite design that was developed by Box and Wilson (1951). (Details

on the description of this design as well as numerical procedures of RSM are
documented in several sources, such as Box and Hunter, 1957; Clark and Williges,

1973; Cochran and Cox, 1957; Davies, 1954; Myers, 1.971; Williges, 1976; and
Williges and Simon, 1971). Central-composite designs require fewer data points

t,,in do comparable factorial designs, thereby allowing for the inclusion of more

i, Ltors in the design. The design itself is a composite of two-level factorial

or fractional-factorial designs augmented by a center point and 2K additi onal

(% ir) points. Each of the K factors in the design occurs at five levels ;is

-Jwwn in the three-factor, central-composite design depicted in Figure 1. With
tie ippropriate replications, this design would provide the investigator with

enough data to fit the complete second-order polynomial expression shown in

Ffiuauion 2 and still be able to test for the possibility of higher-order effects.

Not only does this design allow for collecting the data in stages using blocking
procedures, but it also is possible to conduct subsequent analysis of variance
t es ts on the resulting polynomial expression.

,\lLhough these design procedures have been used quite successfully in the chcmical
indlistry for several years, they have only recently been used in human factors

rte .arch. During the last 6 years, several modifications of central-composite

designs have been proposed to make them amenable to behavioral research, ;and these
procedures have been used for predicting human performance in complex system cnviron-
T'ents. For instance, central-composite designs were used to predict human opcrator
performance in the assessment of television-projected cartographic image displays
(Williges and North, 1973) and in the evaluation of visual time-compression of

complex radar displays (Clark, 1976; Mills and Williges, 1973; and Scanlan, 1975).

Figure 2 provides examples of representative first- and second-order polynomial
regression equations resulting from these applications. Consequently, it appears

that applications of this procedure could provide viable procedures for generating

*'<rnplex prediction equations of personnel performance.

Yers onnel Assessment Schema

I n automated performance assessment schema could easily consist of a set of poly-
mini regression equations of the type specified in Equation 2, which relates

personnel performance to quantitative task parameters. Experimental manipulations
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of these task parameters would provide the data necessary to generate the poly-
nomial regression equations. These resulting equations, in turn, would be an
important tool in determining optimal performance for use in design trade-off
studies. In addition, such an approach would provide a realistic data base of
operator performance in which many potentially interacting human operator, task,
and environmental variables are considered simultaneously. By employing this
same regression analysis across a variety of tasks, direct comparisons can be
made of the relative importance of system parameters in .1 variety of tasks.

These data could then be generalized to specify potential variables of interest
across various categories of tasks and to project prediction equations in the

design of new systems.

Automated performance assessment using polynomial regression techniques could be
used for a variety of personnel tasks in the Navy inventory, but they are parti-

cularly useful in human operator/computer interface tasks where data pick-otfs
of various system parameters and operator performance measures are readily
available. Several types of human operator/computer interface tasks are beginning
to play a major role in the present and future operational tasks of the Navy.

For instance, computer transaction tasks (including personnel data records, work
scheduling, and equipment inventories) are quite prevalent. Real-time computer
updating tasks in combat information centers using tactical information displays
are primarily computer-based. Additionally, computer-controlled systems are pre-
sent in most tactical and navigational displays in ship and aircraft systems.
All of these tasks appear to be potential candidates for automated performance
assessment procedures.

APPLICATIONS OF AUTOMATED PERFORMANCE ASSESSMENT METHODS

Experimentally derived regression equations representing the interrelationships
of several quantitative variables affecting human operator performance can be

used in several ways: Once the equations are developed, they can be used to de-
termine tradeoffs in system design, to optimize personnel performance through the
appropriate design of the task, to isolate potential training requirements, and
to provide a comparison standard for assessing personnel readiness in operational
systems. In addition to these important applications, automated performance assess-
ment procedures offer some unique applications to human operator machine systems
to enhance personnel effectiveness.

Embedded Performance Measurement

One unique feature of automated performance assessment procedures such as the
polynomial regression approach is that they can be completely embedded in the

operational task, particularly when the task is computer interfaced. The opera-
tional computer can be used for automatic data collection of both personnel per-
formance and systems parameters in a fashion analogous to the concept of embedded
training (Cermas, Johnson, and Baker, 1976) in which the operational computer is
used to train system personnel on the system operation during off-peak use periods.
Alternatively, minicomputers and microprocessors can be used as relatively inex-
pensive, stand-alone data recording devices similar to the approach described by

Urmston (1975). Obviously, the exact set of variables and the relationship among
the variables In the embedded performance assessmont package must be detrmined
before econon ical masurement routines are .mebcdded into the oper.itional system.
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Evolutionary System Operation

Box (1957) outlined a procedure called evolutionary operations, in which chemical
process improvements are explored during the normal course of production by
plant personnel. Various built-in procedures are used to increase productivity
without interfering with the normal operations of the plant. Essentially, this
procedure introduces a series of small, controlled variations into the normal
operating cycle. The effects of these small (but systematic) changes are summarized
in tabular form using simple statistical methods. This tabular information can
then be used by the production manager as an aid in deciding whether to modify
the operation or to wait for additional information. If he decides to modify
production, he can choose one of the variants as the new production procedure
and then restart the evolutionary process, change the pattern of variants in an
indicated favorable direction, or choose new variables for manipulation. In this
way, improvements in the production system are being explored continually without
interference to the normal production routine.

Given the existence of an automated performance measurement system in which
quantitative measures of personnel performance are available, an analogous
evolutionary operations approach could be used to increase productivity in
human operator/machine systems. The performance measurement system could be
used to define the data base for choosing variables to be manipulated. In
,ddition, much of the evolutionary operation could be automated using the per-
formance measurement routine. In this way, the operational system would be
constantly evolving into a more productive system without interfering with
normal operations.

Performance Enhancement Procedures

Other human operator performance enhancement procedures can be considered using
online performance monitoring procedures. For example, Enstrom and Rouse (1976)
developed an online fading-memory system identification model using linear dis-
criminant analysis to determine how the human operator allocates attention be-
tween control and monitoring tasks. This procedure can be used to allocate
decision-making responsibilities in human/computer tasks. In addition, Poulton
(1973), in a review of fatigue in vigilance research, describes a procedure
whereby inspector behavior can be improved through the use of augmented feedback.
Inspector performance is continually monitored and the appropriate feedback is
provided contingent upon the actual performance levels. Clearly, automated per-
formance measurement is a prerequisite to instrumenting these augmented feedback
systems.

Obermayer (1977) described the implications of automating a data entry subsystem
to reduce the errors and labor-intensive effort encountered in large-scale Navy
personnel information systems. Data entry errors are particularly prevalent on
the optical character recognition (OCR) forms used in these systems. Through
the use of automated performance measures, both design criteria and candidate
system variables responsible for data entry errors in OCR forms can be isolated.
This information can then be used to help formulate automated job aids and work
simplification procedures to improve operator performance.
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P SOME UNRESOLVED ISSUES

Even though the use of automated performance measures offers the potential for
significant improvement in system operations, and polynomial regression seems
to be a logical candidate for developing a measurement system based on functional
relationships, these performance assessment systems do not exist. Not only do
the necessary data bases need to be developed, but several pertinent analytical
and research issues need to be considered before any large-scale automated per-
formance measurement schema is developed.

Prototype Assessment System

Before implementing a large-scale, complex performance measurement system, a
prototype system needs to be developed to demonstrate the feasibility of using
a polynomial regression approach. Both the reliability and the validity of this
approach can be evaluated in the prototype system. During the development of
this system, some of the limitations of regression procedures can be evaluated.
For example, polynomial regression is most useful in considering continuous,
quantitative variables as opposed to discontinuous or qualitative variables.
Even though separate regressions can be derived for qualitative variables as
Williges and North (1973) demonstrated in considering color versus black/white
television systems (see two such examples in Table 2), the regression approach
becomes unwieldy when many nonquantitative variables are critical to system
operation. Consequently, a prototype system needs to be developed as a design
guide for future development of operational performance measurement systems.

Strategy for Data Collection

Several alternative procedures exist for collecting the data required for solving
the prediction equations. The central-composite designs represent only one of
these approaches. More important, the entire strategy for economical data col-
lection in complex human operator/machine environments needs to be considered.
Simon (1973), for example, recommended a three-stage process for screening a
large number of factors. The first stage includes saturation designs composed
primarily of two-level, fractional-factorial designs. Augmentation is used in
the second stage to separate main effects from the two-factor interactions. And,
the final stage includes additional data that isolate two-factor interactions
that are important.

In addition to the overall strategy for experimentation, corollary issues need
to be considered. Most research strategies address themselves to procedures for
adding and subtracting independent variables rather than dependent variables.
Ways of choosing and combining several measures of operator performance also
need to be explored. Multivariate procedures such as cononical analysis (Morrison,
1967) may provide a potential way of assessing the combined effects of several
dependent variables.

T:yes of Personnel Systems

Obviously, a polynomial regression approach will not be a panacea for all auto-
mated perforraince assessment situations, but it should be applicable to a large
variety of personnel tasks. Analytical studies are needed to determine which
performance assessment procedures are the most appropriate for various classes
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of personnel systems. Human operator/computer interface tasks appear to be a
prime candidate for regression-type assessment protocols, but even these tasks
need closer consideration. For instance, a regression procedure may be more or
less effective in event-based computer tasks, such as a personnel data entry
system, as opposed to a time-based computer task, such as sonar display monitoring.
The real-time aspects of many human operator/computer tasks place additional con-
straints on the personnel assessment requirements in terms of data rates and
variables to sample.

Cost Effectiveness

The benefits in terms of cost effectiveness must be evaluated in considering any
type of automated performance measurement system. The costs for developing a
comprehensive automated assessment system are substantial, but the potential
benefits in terms of enhanced system design and improved operational performance
should more than outweigh these development costs. Due to the extremely large
expense of operating any labor-intensive system, an operational performance sys-
tem that resulted in even a small improvement would be cost effective.

CONCLUSION

Automated performance measurement schemes need to be developed for personnel
systems. Until these systems are developed, there seems to be little hope of
gcnerating and using realistic human performance data bases that characterize
the complex multivariable interrelationships of real-world systems. Given the
rec'-nt advances in behavioral research methodology, it now seems feasible to
-,Insider automated performanc- assessment. A polynomial regression prediction
oquation applied to human operator/computer interface tasks appears to be the
most promising candidate for developing the prototype performance measurement
system. Once such a system exists, it can be used in a variety of ways, including
embedded performance measurement, evolutionary system operation, and enhanced
performance procedures to increase productivity in personnel systems. In addition,
it will provide the necessary data base from which theoretical extrapolations can
be made to the design of future systems.

ACKNOWLEDGMENTS

Contractural support for this paper was provided by the Navy Personnel Research
and Development Center under Contract Number N00123-77-C-1081. Dr. Frederick A.
Muckler served as the scientific monitor for this contract.

162



CY Er

xC

AskU

I0

a.)

UU

cC)

00

ClC)

163I



Video Cartographic Symbol Location Performance (Williges and North, 1973)

CL (Black and White Monitor) = 1.69 + 0.19F + 0.33D + 0.06V + 0.1lT

CL (Color Monitor) 1.62 + 0.36F + 0.19D + O.17V + 0.22T

where CL = correct location

F = camera focus

D = density of nontarget symbols

V = visual angle

T = TV raster lines/mam of map

Radar Target Detection in a Simulated Surveillance System

(Mills and Williges, 1973)

P(CI) = .293 + .2193BSR - .023TIR - .303CRP - .002CD + .O009TV

- 1.285BSR 2 - .128BSR X TIR + .290BSR X CRP + .0002 BSR X CD

+ .O002BSR X TV - .004TIR2 + .032TIR X CRP - .0002TIR X CD

+ .00003TIR X TV - .090CRP2 + .0002CRP X CD - .00002 CRP X TV

+ .O0001CD2 - .0000004CD X TV - .000001TV
2

where P(CI) = probability of correct track initiation

BSR = blip/scan ratio

TIR = target introduction rate

CRP = clutter replacement probability

CD = clutter density

TV = target velocity

Figure 2. Examples of polynomial regression prediction equations

of human operator performance.
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SELECTING PERFORMANCE MEASURES:

"OBJECTIVE" VERSUS "SUBJECTIVE" MEASUREMENT

Frederick A. Muckler£ Navy Personnel Research and Development Center
San Diego, California

ABSTRACT

The commonly held distinction between "objective" and
subjective" measurement is considered to be a pseudo-

difference. All measurement is "subjective" in that

human acts and judgments are involved in every step of

the process of measurement; no measure exists outside

the individual(s) who define, collect, and interpret
data. Eight criteria may be applied for selecting

performance measures: (1) validity, (2) reliability,

(3) precision, (4) completeness, (5) generalizability,

(6) non-reactivity, (7) utility, and (8) information

needs. A decision process for applying these criteria

to selecting performance measures is suggested.

OBJECTIVITY IN MEASUREMENT

"Objective" versus "Subjective" Measurement

In selecting appropriate measure sets for human performance measurement, several

issues can be raised about the nature of the measures chosen. One all-pervasive
issue that underlies all human measurement is the issue of "objective" versus
"subjective" measurement. This is shown in the preference of some for measures

that depict "what people do" rather than "what people say they do." But under-
lying this choice is the implicit assumption that "objective" measures are inher-
ently superior to "subjective" measures. It may be worthwhile to question that

assumption, or, at least to clarify what is meant by the distinction.

Modern science has presumably been built upon a fundamental premise of objectivity.
That is, the theories and findings of science are presumed to be "true" and inde-

pendent of the individuals who create the theories and collect the data. From
this point of view the goal of science is universal truth uncontaminated by the

biases of individual observers. To be "objective," then, is perhaps the greatest
"good" in science. To be "subjective" is to introduce presumably biased and dis-

torted estimates of "truth."

This basic philosophical assumption finds an immediate application in the question

of appropriate measure sets. It is assumed that "objective" measures are "good"
and "subjective" measures are bad. In classical psychometric theory it has been

traditionally assumed that any obtained measure is in fact an obscure combination
of a "true" score plus some random error of measurement on that score (cf., Gtiilford,

1954). Presumably, "objective" measurement Is the only avenue to the "true" score
while "subjective" measurement hopelessly confounds the obtained measure. Wile

the error of measur,:lAlit may not necessarily be random (cf., Cronbach, Geser,
Nanda and Ra'aratnam, 1972) and may in fact result from many sources, the esti-
mation of the "true" score can only come from "objective" measurement.
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'n general, "objective" measurement is that obtained from measurement independent
of the human observer. In so far as human actions and/or judgments are involved
in the measurement process the measurement must be said to be "subjective."
Based on that distinction it is the thesis of this paper that all measurement is
'subjective" in all the sciences. Further, it is held that to assume that
"objective" measurement in this sense is even possible is at best an unwarranted
optimism and at worst a delusion. At the least, it is proposed that the distinc-
tion between "objective" and "subjective" measurement is not absolute but, at
best, relative.

The Process of Measurement

To support these statements it is useful to look at the act or process of measure-
ment in all sciences. Four sequential steps may be distinguished: (1) selecting
measures, (2) collecting data, (3) analyzing data, and (4) interpreting data. It

is assumed that measurement cannot occur without these steps.

Selecting Measures. In the more advanced of the sciences appropriate measures
are usually dictated by quantitative theory. That is, the theory decides what

parameters are measured and, by exclusion, what are not. Given the theory,
measurement then becomes a purely mechanical process where the data become a
test (confirming or denying) of the theory. This process Kuhn (1961) has termed
"textbook measurement," and he takes some effort to show that actual measurement
does not follow that simple model. Further, scientific theory is the product of
some human mind(s), and, finally, this century has seen the constant change in
theory in all scientific disciplines. "Objective" measurement, therefore, is
dictated by a human theoretical framework that very probably will be changed
resulting in new theory and measure sets. Only in the very long (historical)
se nse can it be hoped that this process will result in "true" scores.

For the most part, the behavioral and social sciences lack even the guiding hand
of quantitative theory. Therefore, to measure at all, means taking some a priori
assumptions for selecting a measure set. In performanc measurement, that selec-
tion seems to be primarily dictated by convenience or selective interest. Data
that are available become the core measure set or the investigator has some parti-
cular interest in some part of the problem for which he selected measures. This
process of selection is surely judgmental and by no definition could be termed
"object ive."

Collecting Data. Standard texts of research methods place so much stress on
error sources in data collection that one is assured that it is indeed a major
problem. And much of the problem appears to be human error in what seems like a
hTi-ically mechanical step. It might seem that in the quantitative sciences this
problem is minimized by instrumentation but even if the measurement task is simply
dial reading we may expect significant- and nonrandom-reading errors (McCormick,
1964). And, while corrected by modern instrumentation, it is perhaps instructive
to recall the classic case in the eighteenth century of the errors in stellar
transit recordings by the unfortunate Kinnebrook (Boring, 1950).

:,1 le there appears to be no data other than anecdotal, it would appear that to
,-me extent human performance measurement may well be distorted intentionally in
;.;:e situations. The uses to which human performance measurement are often put
i:wol ve rather direct rewards and punishments for the individuals involved. It
is perhaps not surpris ing that, usupervised or checked, systematic distortion

appear in some kinds of data records on human performance.
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Analyzing Data. One of the blessings of the current century is the birth and
growth of inferential statistics. This is particularly true for the behavioral
and social sciences where data in probabalistic form is the norm and, in particulpr
for human performance measurement, where the data are always statistical in nature.
But how data are analyzed and presented always involves the judgment of the indi-
vidual researcher--as an examination of any current journal will contirm. The
analytic techniques seem to be not so much a function of the analysis problem at
hand but, rather, of the current familiarity of the researcher with the state of
statistical method and/or the particular interest of the researcher in certain
aspects of the data. Statistical texts would imply that analysis is a mechanical
process; practice suggests that it is a judgmental process.

Interpreting Data. "What do the data mean?" Surely, of all the steps in the
act of measurement human judgment is critical here. Interpretation is a human
act--a subjective process. It is difficult to conceive of this step as "objective"
in the sense defined before. With an analogy to psychometric methods (cf., Guilford,
1954, pp. 251-256), it is possible to define objectivity of interpretation based
upon the degree of agreement between observers, and, if acceptable, that degree is
measurable. But this is a social criterion and its validity in the sense of "truth"
is subject to some question. What is the consensus today may well not be tomorrow.

Man as the Measurer. As Lorge (1967) and his associates have pointed out, the
act of measurement means process, instrument, units, and results. The preceding
discussion has attempted to demonstrate that the act of measurement inherently
involves in every aspect human action and judgment, and, hence, the possibility
of "subjective" elements. In the 5th Century B. C., Protagoras stated the famous
dictum: "Man is the measure of all things." Klein (1974) would modify that state-
ment to: "Man is the measurer of all things."

Human as Object and Measurer

One of the most difficult problems of human performance measurement is the inherent
fact that the human is the object of mcasurement but, at the same time, the human
may be used as the measuring device for that measurement. The question of "objective-
subjective" measurement in this area appears to rest primarily on the validity of
the object being used as a measuring device.

Consider the problem on productivity measurement. We ask the question: "How much
has the individual produced in a given unit time?" Unless one accepts totally
simplistic measures, this question turns out to be an extremely complex one.
"Objective" measurement could concentrate on the quantity of products; what and
how many were produced in the time span of interest? Even here without continuous
measurement records are often difficult and costly to generate. Further, unless
the individual is working completely alone, it is often difficult to partition
the contribution the individual has made relative to those of others involved in
the product.

For any product, the question of quality of that product must also be raised.
Sheer quantity in production is an inadequate metric unless error rates are con-
sidered as well. For most activities In current industralized civilization the
quality issue is very complex. For example, most products are now concerned with
"services"; the question is not only how much but how good are the services?
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From the measurement standpoint, the human observer is a potential source of data
either for quantity or quality of productivity. The measurement question is:
How adequate is the human as a measuring device? But even this question is not
sufficient. Better, it is a question of which sets of measures, among those
available and cost-effective, which can most effectively be used? For most
judgments of quality of performance it would appear that some source of human
measurement is currently preferable: either data from the individual, his/her
peers, subordinates, and/or superiors. Parenthetically, this is not meant to
necessarily imply a theoretical superiority; rather it is more a statement of
current technology in performance measurement which is very much subject to change.

How adequate the human is as a measuring device has been tie subject of much
discussion (cf., Luce, 1972). The difficulties with the human as a measuring
instrument are certainly well known. Chapanis (1959), for example, has commented
on the problem that the human is not a good observer of complex events and this
is probably particularly true with multi-dimensional phenomena occuring at rela-
tively high rates. But a detailed technology and data base on the efficacy of
the human as a measuring device is not available. Until (and if ever) such a
technology is available, the human as a measuring device must be evaluated for
each empirical situation on a judgmental basis. Whatever the case, the human
is inherently a part of measurement, and his capabilities and limitations must
be carefully assessed. In fact, it may well be in some specific cases that the
human remains the measuring device of choice. That decision will rest on the
application of several measurement criteria--the "rules" for selecting measure
sets in specific applications. Some of those "rules" are discussed in the next
section.

CRITERIA FOR SELECTING MEASURES

According to a famous statement by Stevens (1951), "Measurement is the assignment
of numerals to objects or events according to rules." The question then is:
What set of criteria or "rules" should guide measure selection in performance
measurement? The previous discussion has attempted to show that the "objectivity-
subjectivity" distinction is not a valid rule. In the following, some eight
criteria are suggested, all of which should be considered in every application
for personnel performance measurement. They are: (1) validity, (2) reliability,
(3) precision, (4) completeness, (5) generalizability, (6) non-reactivity,
(7) utilit. and (8) information needs. These are not independent dimensions,
and the s- ection of measure sets will depend upon the interactions between them.

I. Validity. It is traditional wisdom that the measures should measure what
they say they measure. And much of the technology of modern psychometric theory
(cf., Guilford, 1954) has been concerned with the development of a vast variety
of sophisticated techniques to evaluate empirically the degree of validity a mea-
sure contains. Much of the older literature contained the implicit assumption
that the higher the validity coefficient the better the measure, but Cronbach
and Gleser (1965) have shown conclusively that that is not true when one considers
the cost-effectiveness of measures and the uses to which the measures will be put.
For most applications, very high validity coefficients (e.g., 0.70 and above) are
neither practical nor desirable.

2. Reliability. For a measure to mean anything it must be repeatable or
rprcd ucible. This is a fundamental tenent of all scientific measurement (cf.,
Wilks, 1961). This assumes, however, that the process being measured remains
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reasonably stable so that a measurement taken in time sequence will be of the same
system and not one that has changed. In performance measurement and particularly
with regard to productivity enhancement the system may indeed change and low reli-
ability of measures may result. Two alternatives are possible: the measure may
be unreliable under a constant system process or the measure may be unreliable
because the process is different. Measure reliability during the human learning
process is often low, not because the measures are poor but because the humanj system being measured is changing.

3. Precision. The term "precision" is sometimes used as synonomous with
"reliability" (cf., Wilks, 1961, p. 6). As used here it refers to the level of
accuracy required for a measure. With the general scientific emphasis on quanti-
fication it is often assumed that a very high level of numerical precision is
required for measure sets. In scalar terms the goal often seems to be at least
ratio scale measurement (cf., Stevens, 1951). But for many purposes this level
of accuracy is not required. Consider, for example, performance appraisal where
the need is simply to rank all employees in order of merit. In this case, an
ordinal scale (assuming the ranks are valid and discriminable) is sufficient.
Indeed, precision beyond that is unnecessary. The level of accuracy of a mea-
sure depends to a great deal upon the use to which that measure will be put.

4. Completeness. All behavioral and social sciences phenomena appear to be
normally complex and multi-dimensional. Human performance measurement is definitely
a case in point. The completeness criterion deals with the problem of the degree
to which the measure set in fact measures the dimensions of the process. For
example, if the goal is to measure the human, measurement of the finger no matter
how valid, reliable, and precise the finger measure maN be is not a complete mea-
sure set for the human. It would appear that most performance measurement sets
tend to incompleteness. lf so, it would appear that the principal reason is an
incomplete knowledge of the phenomena or an incomplete understanding of the various
levels of the process. Evans (1969), for example, has noted much confusion in the
measurement of job satisfaction simply because different aspects of job satisfaction
are not clearly separated.

Very frequently, in performance measurement, the basic process to be measured is

not clearly defined dimensionally. Because this is so, Connelly (1974) and his
associates have defined a computer-assisted performance measurement system where
candidate measures can be established and measured and then either retained or
discarded upon further investigation. It would appear in many cases of perform-

ance measurement that a cautious and adaptive approach to measurement might well
be wisely used.

5. Generalizabilit. It is a widely held scientific goal that measurement
in specific cases may be evaluated by the degree to which data may be generalized
to other settings. While this may well be true with respect to basic knowledge
about human performance derived from performance measurement, it may not be as
important for specific applications. Indeed, one should be cautious in generalizing
one set of measures from one situation to another.

Consider the problem of measuring and evaluating faculty effectiveness. Both thc
dimensions for evaluation and the weightings placed on those dimensions may vary
widely from one aca(omlc situation to another. A measure set derived for a re-earclh
institution may vary considerably when an institution which places prime importance
on teaching is considered. Generalization from one system to another depends not
so much on the muasures as it does on the degree of similiarity between the systems.
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6. Non-reactivity. One of the great modern notions of physics is the un-
certainty principle: " . the energies necessary to observe the behavior of

subatomic particles are so great that they distort or alter the objects observed"
(Klein, 1974, p. 192). Psychologists have known for a long time that the act of
measurement ma1 interfere with the process being measured. One classic case,
for example, has been in time-and-motion studies where the direct measurement
of worker behavior can result in an immediate slowdown of that behavior. This is
one of the primary reasons for the low reliability and validity of work standards
generated by time and motion study (cf., Calvendy and Seymour, 1973, pp. 204-215).
A correction for this problem has been the development of "unobtrupive measures"
(Webb, Campbell, Schwartz and Sechrest, 1966) which attempt to mea- re behavior
without the object of measurement being aware of it. While an extremely important
development in measurement theory and practice, a very serious problem is now
evident with these measures in light of the implications of the Privacy Act
(cf., Sechrest, 1975).

It may not be, however, that non-reactivity of measurement is desirable. In the
case of productivity enhancement, for example, the act of measurement of perform-
ance may be deliberately motivating. Further, using a program of management-by-
objectives, the individual must know precisely on what dimensions measurement is
being made and the standards of performance associated with each dimension. Here,
measurement must necessarily "interfere" with the process being measured since the
measurement is a part of the process.

7. Utility. No single subject in performance measurement generates more
diScussion and less detailed analysis than the question of utility of measurement.
How much will the measurement cost? And, what benefits will be gained by perform-
ance measurement relative to the cost of measurement? That payoff function analysis
of measurement can result in radically different and better measurement is well
known (cf., Cronbach and Gleser, 1965). But rarely in practice does one see
utility evaluation performed before a measurement set is put into practice. Not
the least of the problems is to specify precisely what the value of measurement
,>ay be. And, for that matter, the calculation of costs turns out not to he simple,
as well. But the value of utility analysis is very clear not only for practical
reasons but for technical objectives as well. In every case, a utility analysis
of a measure set will always result in radical revisions of the measure set selected.

8. Information Needs. The purpose of measurement is not to measure but to
derive some kind of information. There are many purposes to which data may be
plit (cf., Guttman, 1971; Krantz, 1972). It seems imperative that the information
needs be clearly specified as a part of the selection of any measure set. Yet,
this analysis seems to be very rarely performed. It is not possible to select
a rational measure without some kind of answer to the question: What do you
want to know? It is not necessary that a definitive and specific answer be
given to that question before measures are selected and used, but some level of
answer must be found to dictate good measurement. Further, as Meister (1976)
has pointed out, in the case of performance measurement, questions may be asked
from many points of view: the system, the mission, and the individual. Produc-
tivity enhancement is usually presented from the system or mission point of view
as a !esirable objective of the organization, but it seems equally important to
:7elure how the individual views the results of a productivity enhancement program.

.ultiple-Measure Sets. Frequently, researchers and operational measurement
specialists show a marked preference for one kind of measurement over another.
TVis is most commonly heard, for example, in the preference for "objective"
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measurement. At the present state of technology, however, a mixed measurement
set may be the best possible. Sechrest (1975) has argued that non-obtrusive
measures cannot be considered as alternatives or substitutes for questionnaires
or interviews but as complementary measures ". . which can strengthen our
interpretations and lend greater confidence to our conclusions." In quite a
different example, Meister (1978) has made a similar argument. For the genera-
tion of data banks for estimating human reliability, data generated from experi-
mental studies, operational investigations, and expert opinion are all necessary
to complete each other at the present state of knowledge. To the extent that a
measure may enhance information needs, it is doubtful that any measure should be
excluded--no matter how "subjective" that measure may appear.

USING THE CRITERIA IN MEASURE SELECTION

Figure 1 presents a suggested flow by which the eight criteria just discussed
may be used in selecting measure sets for performance measurement. The figure
shows basically four steps in selecting a measure set for a given system measure-
ment problem. The most important, perhaps, is the initial definition of the mea-
surement problem in terms of information needs and a specification of the dimcnsions
to be measured. It is this part of tii process that most frequently is ignored or
is very obscure in practice. Simply put, the process initially asks two questions:

(1) What do you want to know? and (2) What is it you want to measure?

A critically important feature of this recommended decision process is the spt<ci-
fication of measurement dimensions. For each of the dimensions it is then possible
to consider alternative measurement tools. As noted before, however, it may not be
possible to define a specific set of dimensions. In that case, the technique of
Connelly (1974) aud his associates may be useful; indeed, it may be essential.

Once an alternative set of measuring tools has been defined it is then possible
to apply six of the criteria: validity, reliability, precision, non-reactivity,
generalizability, and utility. The nature of the evaluation is clearly that of
a trade-off between these criteria. Unfortunately, no systematic method is known
for such a trade-off although the work of Cronbach and Cleser (1965) is clearly
of importance for validity, precision, and utility. Without a specifically defined
procedure, the trade-off must be qualitative and judgmental. What would appear to
be omitted in this set is concern with instrumentation. However, instrumentation
is considered to be an inherent part of the utility analysis.

In any applied situation, performance measurement may be severely restricted by
practical constraints of that situation. It may be necessary, for example, to
minimize instrumentation and cost and actual data collectors may not be trained
in the problems associated with collecting data. But the impact of these con-
straints will be felt directly on one or more of the six criteria used in evaluating
alternative measure sets. It is to be expected that operational measurement is less
than "ideal"; what is important is that one be able to know just what kind of mea-
surement is taking place.
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* SIMULATION FOR PERFORMANCE MEASUREMENT
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ABSTRACT

Simulator use for performance measurement is discussed.
Past research, although limited, is reviewed. Simulation
capabilities are discussed in terms of cost effectiveness,
presentation of stimuli, and data collection. The issues
of fidelity, reliability, and validity as they apply to
performance testing with simulators are also discussed.

Conclusions about the role of simulation in performance
assessment are drawn and recormendations for future R&D
are presented.

INTRODUCTION

Ever since Musterberg (1913) tried to measure streetcar operator behavior without
benefit of a streetcar, test and measurement researchers have been trying to find
out how well a person could perform a job without actually having him do that job.
Technology has eliminated the streetcar operator but not the general need for
predicting on-the-job performance in off-the-job environments.

Two methodologies have generally been used for performance measurement:
(1) pencil and paper measures of job knowledge and personal characteristics, and
(2) performance tests of specific job skills. Pickering and Anderson (1976)
describe research efforts that indicate very low correlations between pencil and
paper measures and actual job performance. These authors point out that perform-
ance tests are a superior means of assessment since they can provide diagnostic
information and offer "one of the most direct means of deternining whether or not
individuals are capable of performing critical portions of their jobs" (Pickering
& Anderson, p. 3, emphasis in original). While performance tests offer certain
advantages, they are considerably more time-consuming and expensive to develop
than pencil and paper measures. As a result, assessment by means of performance
tests is relatively rare.

The present paper will discuss the use of simulation for performance measurement.
Simulation will be used to refer to physical representations of equipment and
displays acutally used in the work environment. The orientation will be toward
assessment in the military for these general purposes: (1) selection, (2) train-
ing, including determination of proficiency of the trainee and detection of
deficiencies in the Instruction, and (3) personnel management including assess-
ment for promotion, retention, assignment, or evaluation of readiness.

An examination of siriilotion for performance measurement is motivated by two
factois. First, previous research in simulation for training has consistently
demonstrated benefits over conventional methodologies (e.g., lower cost). if
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Vn: ti,,n te, c'niques could successfully be used for assessment, the advantages
I ct unl pr: rmnc', t tst inj, could bt. rca i zed and some of the inherent prob I ems
.i mai nted. The second factor is that new advances in simulation technology offer
,v, n more bt nt-f its than have been previously real ized. Included here are video-
,ic, -~,omputer-based instructional (CBI) systems, hybrid systems (a combination
of real and simulated devices), and knowledge-based computer (KBC) systems.
These imedia hav,, either already bten used for sii:mulation in training or .ore in-

tJ od ror usc in the near future. They promise not only lower cost but also
incrased instructional capabilities over their predecessors. Investigation of
-il possible uses of these devices is needed; the question of how the devices
:i,izit bu used in performance measu-ement seems particularly provocative.

Two basic questions seem immediately pertinent to the military: (i) "Can a
simulated performance test provide the same measurement as an actual performance
test?", and (2) "What are the associated advantages?" Since there has been
- m.;ost no systematic r.osearch in the area, it is not possible to thoroughly
ainswe.r either question at this time. However, some relevant information is avail-
able from preliminary research efforts and from the extensive literature on the
use of simulation for training.

Thie present paper will present the ovail,ble information and point out areas of
required research. It is intended that this presentation will provide the reader
with sufficient background to determine whether the topic is worthy of further
invtestigation. As the two questions imply, the authors are concerned only with
hi.w well simulation can approximate actual performance testing and the benefits
tha-t niight accrue. Thus, the nore basic issues (such as what should be measured)
wilt be mentioned in passing but are not of present concern. Also, many of the
i-.s, s associated with simulation for training will surface with the discussion
,,t simulation for performance measurement. These will be discussed with an

erphasis mn how they might interact with performance measurement.

SIMITLATION CAPABILITIES

(ost Effectiveness

in most cases, the major advantage of simulation is lower cost than on-the-job oper-

ations. Simulation saves wear and tear on expensive equipment and saves fuel where

vthicle simuiation is concerned. This is particularly important for traininm in
which repeated trials are usually necessary.

Vidcodisc, KBC systems, and CBI systems are especially inexpensive due to their
,.eneral purpose nature. These systems are capable of presenting simulations of
r!i-.rous operational situations or equipments at a single computer terminal; -the
oi-,rator need only access the appropriate software. Additionally, they are U -

.1c',,i for extensive interaction with the operator. They present stimuli (e.i,.,

.ra phic display of a piece of equipment with text to guide operations), record
ind evaluate input (the operator's simulated performance is sensed by the com-
p,;*ter throuizh a positional input device such as light pen or touch panel), and
pr',vide feedback. Thus, the need for an instructor or observer is obviattd.
,I , -Crawford, lurlock, Padilla, & Sassano, 19 6, for a cost analysis of a CBI

. ,tim simu a- ion for experimental trai i ng).

t s tstim itec that videodisc, which will be generally available in ab)out , ViI-
.I 1 e the least expensive of the new technologies. With this medium it is

"055 e to --resent audio along with color, photographed visuals, which can bi,
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still or dynamic. Up to 54,000 frames can be stored on one disc, which is the
size of a standard long playing record, and the entire unit is correspondingly
small as compared to other systems. The main disadvantage of videodisc is that
the interactive capabilities are somewhat fewer than those of the CBI or KBC
systems.

KBC systems are similar to CBI in terms of the kind of presentations available
(e.g., still or dynamic computer graphics). They differ in that KBC seeks to
represent knowledge structures. This is an advance in technology; however, KBC
systems are still in the early development stages of software design, which puts
them considerably behind CBI systems. Knowledge structures, once developed, can
handle a wide variety of individual differences without the need for extensive
preprogramming of every possible input. Eventually this will mean extreme ease
and lo cost of d~velopinent Of simulation riaterials.

While these devices have been exclusively used for training, there are no apparent
limitations on the context witiuin which they can be used. Utilization for per-
formance measurement would only require programming the simulation displays (as
for training) and the insertion of branching sequences and text deemed appropriate
for the testing situation. Performance has been measured in this manner (e.g.,
Trollip, 1977), but not for the purpose of investigating the relationship between
simulated and actual performance testing.

The programming languages used for CBI systems have evolved to the point where
they are relatively easy to use. The tutor language on the PLATO IV Instructional
system, for example, is referred to as an "authoring" language, implying that the
person who designed the materials can probably do the programming without exten-
sive experience with computers. (See Hurlock & Slough, 1976, for estimates of
required developmental time.) Research should bring about similar developments
for the other systems, which will mean ease of use and, therefore, lower cost,
for a wide variety of media. In general, the cost of computers is decreasing as
technological sophistication increases.

While the computer-based, two-dimensional simulation systems are interesting and
may offer unique advantages for performance measurement--as will be seen in the
following sections--"simulation" in the present context also refers to three-
dimensional and hyorid simulators. Three-dimensional systems would become too
expensive if an attempt was made to implement the kind of computer support re-
quired for automatic stimulus presentation and data collection as already exists
in the computer-based systems. However, the two-dimensional systems will probably
not be able to replicate all tasks with sufficient accuracy because of their lack
of physical fidelity. The hybrid systems offer some of the advantages of each
type, but it is not clear at the present time whether a little of each system
will be better than the total capabilities of either. The cost and capability
tradeoffs for all simulation systems will have to be determined by future work.

Presentation of Stimuli

An important characteristic of simuilation for performance measurement is that
representations of events which ire normally univailable under actual conditions
may be presented. This perm4 ,: ; ctitrolled measures of performance in emergency
situations, repair of malfunLtionlng equipmt-nt, and other situations which are
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otherwise dangerous or not normally accessible. Additionally, frequency of these
,-vents can be presented without real-time constraints, which should facilitate
more acturate measurement. Engagement simulation (Gorman, 1976), in which per-
sonnel participate in simulated battle conditions, is a good example of how
simulation may be used in place of a dangerous real-world situation.

Another feature of simulation is that varying levels of difficulty of a task, or
isolated parts of a task, may be presented. Literature reviews show that, when
performance goals are too difficult, a person may give up or produce invalid data
to make it appear that the goal has been reached (Porter, Lawler, & Hackman, 1975).
In this context, it seems possible that by varying difficulty levels or by iso-
lating a task segment, the quality of the information available for selection
decisions could be enhanced.

Data Collection

The advantages of automated data collection have been emphasized by many investi-
gators (e.g., Vreuls & Obermayer, 1971). The new computer-based technologies
should prove capable of performing this function for large amounts of data at
relatively low cost. Additionally, where performance measures can be objectively
defined, the computer can concomitantly evaluate the data. With ambiguous
measures, performance data can be stored for postperformance evaluation by several
observers.

Jn iddition to how much can be measured with simulation, it is worthwhile to note
what can be measured. The topic of process vs. product measurement has been
thoroughly discussed and the pros and cons of each side weighed (e.g., Shriver &
Foley, 1974). Many researchers, such as Pamitz and Olivo (1971), have concluded
that both types of measurement are often necessary for a thorough evaluation of
performance; the present authors agree.

For selection and training purposes, detailed information is needed to reveal skill
levels or areas of deficiency, and these can only be determined through pr0'
measurement. In the case of personnel management, it seems that only the product
is of interest. This position makes intuitive sense in that, with personnel who
dre presumably skilled, it is desirable to know that they can do the job, not huw
they do the job. However, research has shown that measurement of one type may
lead to deemphasis on the other, which, in turn, may produce dysfunctional con-
sequences for the organization (Porter, et al., 1975). For example, emphasis on
product measurement may cause short-term results maximization with failure to
perform certain important functions. On the other hand, measurement of process
,il-le may encourage rigid bureaucratic behavior with a possible lack of innovative
;A1oMplishments.

While job characteristics may greatly influence what aspects of particular tasks
(i.e., process or product) will get measured, simulated performance measurement
,in accomplish both since it is relatively free of the logistical constraints

that have inhibited this in the past (e.g., the impossibility of human monitoring
oF every aspect of a complex task or sufficient computer memory to record it all).

The subject of improved evaluation capabilities is also pertinent to mention at
this time. This refers to unique, and presumably more accurate, ways to measure
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3 process or product that weren't previously available. As researchers continue to
identify and quantify optimum solutions to problems, there will be a technology
to support the implementation of these new measurement techniques to assess problem
solving strategies. Trollip (1977), for example, has utilized the considerable
capacity of PI.ATO IV to implement continuous performance measurement in the simu-
lated flight of holding patterns.

Hyatt and Deberg (1976) discuss an energy maneuverability (EM) index for measure-
ment of air combat maneuvering (ACM). The EM data serve as the nucleus of an

, algorithm with three major aims: (1) predicting success in air-to-air combat,
(2) measuring process in ACM training, and (3) improving cockpit displays of ACM.
The authors point out that this technique could be carried out on real equipment
given sufficient computer support. This illustrates another advantage of simula-
tion. It is rarely feasible to add computer support to an actual device (such as
an aircraft) for performance testing. Specifically, costs, storage requirements,
and maintenance problems would accelerate tremendously.

THE ISSUES

Having seen the advantageous features of simulation and how they apply to perform-
ance measurement, it is appropriate to turn next to the issues involved in deter-
mining the relationship between simulated and actual performance measurement.
Fidelity, considered to be of major importance, will be discussed first. Following
this, reliability and validity will be considered. In the present context, these
later concepts become somewhat ambiguous and will be mentioned primarily as back-
ground for future research. Upon clarification of these issues, potential direc-
tions for future research will be presented.

Fidelity

Appearance and functional fidelity have been major concerns in simulation research
for years. Simplistically stated, researchers want to know how much a simulator
must look and act like the real thing to ensure positive transfer of training.

For a long time it was the accepted belief that there was a direct positive rela-
tionship between high fidelity (particularly appuLdrance fidelity) and high trans-
fer of training. Eventually, researchers began to suggest that the quality of the
instructional context might have more bearing on transfer than physical similarity

between simulators and real operational equipment and processes (e.g., Micheli,
1972). In fact, recent research has indicated that this may often be the case
(e.g., Caro, 1973).

This trend toward stressing instructional content is still present today. There
is much concert with the manipulation of learning variables such as learner control
of course content (Lahey and Coady, 1977), and the Zeitgeist seems to be swinging
more toward hardware design being driven by training concerns.

The problem of fidelity for simulated performance measurement seems, at least
superficially, to be quite different from the training concerns described above.
However, as was suggested in the section on the capabilities of simulation, the
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probIems associated with simulated performance measurement may not be very
different from the simulation problems dealt with by the training community. At
the very least, previous training research should provide guidance for this new
area.

Starting from scratch, it will be necessary to ask the following: "What are the

properties of fidelity which must be considered in the design of simulation for
performance measurement to ensure that it is an accurate representation of an
actual performance measure?" Since this question requires nothing less than an
algorithm that would specify the level of fidelity of simulation to be used to
assess each given performance for each given purpose, it will not be answered
until a considerable amount of research has been undertaken. It should be a
helpful start, however, to discuss some of the relevant research findings.

In troubleshooting tab tests, Crowder, Morrison, and Demaree (1954) found
correlations between their tests and on-the-job performance to range between .12
and .16. In a similar study, Steinemann (1966) found correlations ranging from
-.50 to .14. He commented:

In the actual task, students were reluctant to unsolder
or disconnect components from the chassis, but in the
simulated task, where parts replacement required virtually
no effort, students too often resorted to parts re-
placement in an effort to solve the problem. (pp. 10-11).

In this case, it appeared that the simulated situation was not realistic enough to
Na in accurate representation of on-job performance. Additional fidelity was
nwtld to account for the difficulty required to do the actual task.

In another study (Baron & Williges, 1975), simulation for training driving skills
produced performance measurement data that were found to be of questionable
validity by the researchers. These authors attribute this, in part, to a lack
of fidelity caused by an open-loop system. Specifically, simulator drivers did
ntt receive realistic proprioceptive, visual, and audio feedback as a result of

their performance.

Abrams, !c~iow, and Riedel (1974) report on the design of a welding simulator for
training purposes that yielded correlations of .68 to .73 between simulated and
:i'tt-ial welding performance. The simulator required a person to track a target
thait moved in horizontal and lateral dimensions like a welder would actually

wV his welding rod. The person tracked with a rod that shortened much as it
.,.ud in actual welding. In the training mode, the student received audio and

vis-,al cues when he was off the track, when the angle of the rod exceeded limits,
nr wlhen the rod was too close to or too far away from the track. All errors were
recorded. For testing, the augmented cues could be dropped but the scoring kept.

h!eL siccess of the welding simulator may have been due to its high functional
fidelity, or it may have been a result of the fact that welding is a task that
cin he clearly defined and, therefore, preprogrammed without ambiguity.

On a :ore complex level, Koonce (1974) had pilots perform a mission in a simulator
under one of three conditions of motion (sustained-linear, washout, or no motion)
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and then in an actual aircraft under similar conditions. Koonce concluded that
his results had shown that the proficiency of aircraft pilots can be predicted
to a high degree from ground-based performance using simulators. He also noted
that greater prediction could be obtained using sustained motion as compared to
the other conditions. The author also concluded that there were very high observer-
observer reliabilities (R=.77 to .97) and attributed this to well-defined, easy
to follow measurement scales.

Based on the studies reviewed, it appears that a certain level of functional
fidelity is as important in simulated performance measurement as it is in training.
There were high correlations between simulated and actual performance measures where
there were clear visual and/or proprioceptive cues and feedback. Low correlations
were found where these cues were absent or where the difticulty level was unrealistic.
Additionally, the component of well-defined measures cannot be overlooked since this
factor was also present in the studies which had high functional fidelity. Whether
these findings represent future research trends remains to be demonstrated.

Reliability and Validity

Discussions of the reliability and validity of simulated performance measures are
only appropriate after the critical elements of actual performance are determined.
The central theoretical issue concerns what is a valid and representative work
sample. That is, what are the essential performance measures to assess on the job
performance.

Assuming that a high correspondence between actual performance measures and effec-
tive job performance has been established, one can attempt to assess the reliability
and validity of simulated performance measures. While some global statements can
be made, the following discussion should indicate that the meaning of these concepts
is altered by the unique nature of simulated measurement. It probably will be
necessary, eventually, to reevaluate these issues in the context of new research.

Test-retest reliability of performance measuremtent should improve when simulation
is used in place of real operational conditions. Pickering and Anderson (1976)
have noted that, when job experts or instructors in the military are doing the
testing, they often don't maintain standardized te'sting procedures. They are likl
to coach and to give feedback as if they were operating in a training mode. iven
the capabilit'y of the computer to perform standardized testing functions, error
variance generated from instructor behaviors, such as inconsistent presentation ot
materials and feedback, should be eliminated.

Another factor influencing teliability is the complexity of the process being
mc'isured. Koonce (1974), tor example, found that inter-observer correlations
uSed in assessment of flight proficiency were influenced by several factors:
(1) instrurwnt-referenccd items were apparently easier to judge than points out-
side the vehicle, (2) .,, instruments were easier to read than others, and (3)
recording errors were somtimes caused by a lack of training in the observers.
All of these problems could be eliminated through simulation in which a computer
is programmed to preci,;ely record every step in the performance process.

185

. . . . ..-. ... i n . . ,



Kitoop and Welde (1973) found that reliability varied as a function of aircraft and
environmental conditions. Again, part of this variance would be eliminated when a
computer performed the observer function. However, simulation could also provide
an added benefit here -- different environmental conditions could be programmed into
a simulator, and the operators could then be tested at each level.

The unique nature of the psychometric problems associated with simulated perform-
ance measurement become Lore clear when internal consistency measures of reliability
are considered. With operational skills there is often only one product and one
process measure for a given task. Therefore, there is no way to obtain similar
measures and determine intermeasure reliability.

if different aspects of a process are measured, the issue appears to concern va-
lidity more than reliability. Specifically, the question then becomes, "Do differ-
ent aspects of the task represent the same content area or the same underlying
construct?" In fact, it is the position of the present authors that, for simulated
performance testing, construct validity is the crucial issue and reliability is
pr. ),ablv not an important issue.

Types of validity for simulated performance measures tend to overlap, but there
.ire three very broad categories that can be conceptualized with each type corre-
sponding to the stated purpose of the assessment. The first is predictive validity
flr ;election. For example, it would be of interest to determine if a simulated
pt ri rmance measure from a person completing a Navy "A" school accurately predicts
I it.r on-the-job performance. If valid, such measures could be used to differL'ntiall I
, olect individuals for more critical organizational sites. The second area is (ontent
vilidity for training; that is, assurance is needed that representative content areas
,0 a job have been sufficiently tapped to enable effective training of a person. The
third categorization is construct validity for personnel management. Here, the simu-
lated measurement does not have to be representative of all tasks performed in a job,
but must be an accurate measure of the underlying construct that rpresents eftec-
tive job performance.

As ; tated earlier, construct validity may be the most important issue. If there
is construct validity, the categorizations become indistinguishable since construct
validity also assures that there is predictive validity. Simply stated, it a
:leasure shows effective job performance, it obviously predicts that the job can
be lone. Thus, the most important issue is the determination of what provides
the best measures of effectiveness on the job.

Adf q'ate task analysis may provide a good start on some of these problems. Klein
( 1() sug ,' sts that the maintenance and operation of complex systems may not hc

t.m'n ;hle to traditional task analytic techniques. However, there is prel iminarv
t.vidence tnat a logical , hierarchical analysis of requi red tasks will , in fact,
;r,,hie the behavioral data necessary to byyin specification of the design har-
.itoristics for a simulator (Brock, 1976; Malone, Delong, Farris, N Krmm, 1976).

Additional research is needed to specifically determine an analytic protess that
will isolatc those qualities of job performance that are most crucial I for the
lirlose described here. Rnndqtist (1977) has proposed a program for compo rativc
anl vsis of all basic task analysis methods; however, there are no data to support
the, efficacy of his approach.
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CONCLUSIONS AND RECOMMENDATIONS

Cream (1976) has noted that, in assessing performance, "we have often chosen to
measure that which we could measure, rather than that which should have been
measured" (p.26, emphasis in original). For tasks involving man-machine inter-
actions, simulation is a potential solution to the problem. Given a simulation
medium with sufficient computer support, capabilities for measures of interest

can be specified in the hardware and software design, and the entire sequence of
a person's performance can be recorded and evaluated. Also, the measurement pro-
cess achieves higher levels of standardization and objectivity.

All types of simulation can offer the capability for measurement of situations
that would be dangerous or unavailable during on-the-job performance, and most
of them cost less than assessment under actual conditions. The new computer-
based technologies, such as videodisc, may offer additional benefits such as
(1) capability for measurement of tasks at varying levels of difficulty or onviron-
mental conditions, (2) availability of product and process measures on tasks that
would be too involved for a human observer to record, and (3) capacity for unique
and improved evaluation of complex performances.

Characteristics of the new simulation media could be conducive to military per-
formance testing in assessment centers. An assessment center at each military
installation could provide a convenient method by which to locally assess per-
formance for selection, training, or management purposes. Given the small physical
space requirements and general purpose features ot these devices, a wide range ot
testing could be carried out at each center for a large number of persons.

In spite of the considerable number of advantages that sirulation could offer for
performance measurement, it is not clear at this time whether it offers a prefer-
able alternative to actual performance measurement. Considerable research will bt
necessary to make this determination. As implied earlier, research is needed to
assess the degree to which simulated performance measures are representative of
actual performance measures. Likewise, the cost effectiveness of such simulation
must also be determined.

In general, it can be said that research is needed to determine the correlation,
between any type of simulation and the on-job performance it corresponds to. This
information is needed for a representative hierarchy of task behaviors. These
data could be collected by testing performance of different tasks at systematically
degraded levels of fidelity, thus (1) providing information that could be used to
derive an algorithm, and (2) specifying wlhen and where to use different types of
simulation. This is particularly important since the simulation systems that appear
to have the most benefits (i.e., the two-dimensional systems) also have the lowest
fidelity. Such an algorithm is also needed by researchers involved in the use of
simulation for training, and work In the area Is In progress. (e.g., Miller,
McAleese, Erickson, Klein, and Boff) These continued oevelopments should also
prove helpful to investigators Interested in simulation for performance measurement.

1Miller, I.. A., McAleese, K. J., Erickson, J. M., Klein, G. A., and Boff, V. R.

Draft-: Training devfce design &uide, the use of trai-n-ln&requ ir mer*nt sin simula-

tion desiln. Prepared for Air Force Human Resources Laboratory, .Ine 1977.
Limited Distribution.
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More detailed research is needed to evaluate the specific characteristics of

different types of simulation as well as various issues related to any type of

simulation. Recommended areas of irivestigation are the following:

1. Videodisc is among the fanciest of the low cost media; however, opera-
tional capabilities such as motion and color may not outweight its lack of a
capability for extensive man-machine interaction. The tradeoffs should be evalu-
ated.

2. CBI systems have been shown to be effective for training certain types
of tasks; they would probably also be effective for measuring certain kinds of
performance. As will be necessary for all computer-based simulation systems,
there is a need to determine where two-dimensional simulation is no longer suffi-
cient. An efficient approach would probably be to look at this factor in light
of characteristics of the subject populatfon under consideration. For example,
the performance of experienced pilots on a part-task, two-dimensional simulation
measure would probably not be comparable to performance in a complex aircraft.

3. KBC systems have fascinating implications for training, which may be
beneficial for assessment. They have capability for adaptation to individual
skill levels, which may prove useful for a detailed analysis of deficiencies in
performance. This seems worthy of investigation once the state-of-the art reaches
an appropriate level.

4. The hybrid simulator, offering both a sufficient amount of fidelity and
mainy of the capabilities of the computer-based systems, may potentially provide
thie best source of simulated performance measurement. Nonetheless, considerable
:'.i irical work remains to be done in this area for these simulators to reach their

potential.

5. Situational simulation should be evaluated over a wide range of different
taisks. In this case, a scenario is presented to personnel which requires verbal
,r written report of decisions and actions which should occur under actual condi-
tions. This methodology could prove effective for either simple tasks or abstract
atsks.

6. Reliability and validity issues and techniques should be reevaluated
within the context of the unique characteristics of simulation and performance
mL;i.u!,rement. This should include evaluation and refinement of task analysis

methodologies.

ic present paper has discussed the potential benefits ot using simulation for
performance measurement and pointed out areas in which research is need.ed. It
-eems appr,)priate to add this final reminder, that simulation is only a tool that
must be ultimately evaluated within the context of how all personnel involved use
it and are affected by it. Thus, all simulation research must account for the
himan componcnt from the perspective of both management and the persons being
assessed. Failure to do so will result in a sophisticated technology which cannot
be ;uccessfully implemented within the dynamics of military organizations.
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ABSTRACT

The cost/effectiveness, cost-savings projections, and related issues
of a Performance-Contingent Reward System (PCRS) that uses economic incen-
tives to enhance productivity were evaluated. The PCRS was tested on civil-
service personnel functioning as d~ta transcribers in a Management Information
System Department of a large Navy shipyard on the West Coast. Evaluation of
the PCRS was primarily from the following perspectives: (1) cost/effectiveness
of the proposed PCRS relative to former production conditions at the test
site, (2) issues involving generalizability of the test-site results to other
federal sites with substantial concentrations of data transcribers, and (3) pro-
jections of PCRS-induced cost savings in terms of specified (a) outyears, (b)
levels of aggregation of data transcribers, and (c) levels of generalizability
of test-site results.

It was recommended that managers having control over sites with large
numbers of civil-service data transcribers evaluate the results of the
PCRS field test from the perspective of possible implementation. Such managers
should give special attention, of course, to issues underlying the general-
izability of test-site results to sites under their control.
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INTRODUCTION

Problem

Unless performance enhancement can be accurately measured and evaluated,
its true value cannot be assessed. Determining the appropriate procedures
that will permit accurate measurement and evaluation is, therefore, an
integral part of well-planned productivity enhancement efforts.

Purpose

The primary purpose of this paper is to explore some interrelated R&D
and operational issues of implementing a Performance-Contingent Reward System
(PCRS) that uses economic incentives. The PCRS was designed, in part, to en-
hance productivity and morale of personnel in Federal employment settings.
To determine if the PCRS is effective in achieving these objectives requires,
as a minimum, the measurement and evaluation of field-test results in terms
of both the validity and economic value of the enhancement.

1. Validity. The issue of scientific validity has multiple dimensions,
which may be broadly defined as follow:

a. Statistical Conclusion Validity, which deals with whether or
not a presumed cause and effect covary beyond the expecatations
of chance.

b. Internal Validity, which addresses the degree of causality that
can be correctly inferred from observed relationships.

c. Construct Validity, which deals with the fidelity with which
theoretical relationships are operationalized.

d. External Validity, which refers to the generalizability of
causal relationships across different persons, settings, or
times. The ways in which these dimensions relate to various
aspects of the PCRS field test will be examined in subsequent
sections of this paper.

2. Economic Value. The value of productivity enhancement can be
measured and evaluated in such diverse units as physical outputs, "utility",
or dollars. Although each of these units has advantages and disadvantages,
most managers and other policy-makers appreciate the increased interpret-
ability of productivity enhancement efforts that can be evaluated in
economic terms. The overall benefits of converting results of productivity
enhancement into dollars, if feasible, are obvious and need no elaboration.

There are many interrelationships between the validity and the economic
value of productivity enhancement. Some of these interrelationships are
explored in the economic evaluation of the PCRS, which was conducted primarily
from the following perspectives:

tFor those wishing a comprehensive and in-depth analysis of validity
issues--especially from the perspective of planning, conducting, and
evaluating field research--the chapter by Cook and Campbell (1976) in The
Flandbook of Industrial and Organizational Psychology is excellent.
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1. Cost/effectiveness of the PCRS relative to former production con-
ditions at the test site.

2. Issues involving generalizability of the test-site results to other
federal sites.

3. Projections of PCRS-induced cost savings in terms of specified (a)
outyears, (b) levels of aggregation of designated type of personnel, and
(c) levels of generalizability.

In evaluating the generalizability of the test-site results to other
federal sites (2 above), an appropriate balance of emphasis on financial,
administrative, behavioral, and other issues dealing with PCRS implementation
was required. Thus, to ensure that financial issues received adequate--but
not excessive--emphasis in addressing the diverse implementation issues,
data on financial issues were presented in a form designed to meet two
objectives. First, it had to be meaningful to all managers and staff
personnel in the federal community, some of whom are not involved with
financial analysis. Second, it should enable the technical staff of each
implementation site to extend analysis of the data, if necessary, toward
meeting the specialized needs of their respective managers (who will be
functioning at various hierarchical lc.els and in diverse organizational
settings). Thus, the data are presented in a manner amenable, for ex-
ample, to (1) adjusting cost-savings projections of constant dollars into
dollars reflecting anticipated irflation, (2) converting future values of
cost savings into their net present values, (3) doing sensitivity analysis
on important parameters affecting the cost savings, and (4) calculating
appropriate savings/investment ratios and investment payback periods.

Background

State of the Art

The general status of work incentives and related issues is well
stated by Belcher (1974):

Incentive plans are controversial. Opponents range from those who
oppose the idea of performance rewards on the grounds that perform-
ance is a function of the organization of work and management prac-
tices rather than employee effort, to those who oppose incentive
plans on the grounds that they don't work and cause more problems
than they solve. The decline, perhaps the disappearance, of incen-
tive plans is often predicted.

Proponents of incentive plans often believe that a 'fair day's work'
is not normally attainable in the absence of an incentive plan be-
cause the workers produce only about 50 to 60 percent of the output
attained by incentive workers. Although they admit that some incen-
tive plans malfunction, they insist that this is usually due to poor
installation and maintenance rather than the concept of incentive.
(p. 300)

The quotation amply illustrates the deep-seated nature of the controversy
surrounding the effectiveness of work incentives. Most manageis, wage and
salary administrators, labor economists, industrial engineers, and behavioral
scientists are well aware that the effectiveness of incentive pl;in , i con-
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tingent on the overall situation in which they are applied. Several important
issues that must be addressed in any meaningful evaluation of incentive effec-
tiveness are the following:

1. Are the incentives distributed on an individual, group, or plant-
wide basis?

2. Is the work machine-paced, or essentially under worker control?

3. Are the employees primarily managerial/professional personnel or
clerks and machine operators?

4. Are the incentives awarded for increased effort, performance, or
what?

S. What is the basic climate in the work site in terms of, for example,
degree of decision-making participation, union/management relations, and the
collective trust that nonmanagement personnel have in their management?

Given that effectiveness of work incentives is contingent on the
interrelationships of several complex issues, discussion of how the PCRS
relates to these issues will be deferred until the basic procedure of the
PCRS has been described and its test results evaluated. For those, however,
who wish a fairly comprehensive review of this area from the following sub-
stantive perspectives, these references are helpful: Wage and Salary
Administration (Belcher, 1974); Industrial Engineering (Fein, 1971);
Industrial/Organizational Psychology (Lawler, 1971); and Labor Economics
(Perlman, 1969).
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APPROACH

Hypotheses

The field study of the PCRS tested the following hypotheses:

1. Implementation of the PCRS will substantially reduce the productionIcost of data-transcribing activities relative to costs associated with former
production conditions at the test site.

2. Implementation of the PCRS will not diminish the production effective-
ness of data-transcribing activities while the cost are being reduced.

These hypotheses are directly implied by the "Fixed Effectiveness" mode
of cost/effectiveness analysis (Fabrycky & Tluesen, 1974). Simply put, this
means that when the effectiveness of each competing alternative is equivalent
to all others, the preferred alternative can be chosen on the basis of cost.

Variables

Independent Variables

The independent variable is the presence or absence of the PCRS.
Individual "elements" of the PCRS will not be separately related to the var-
ious dependent variables. Only the PCRS as a total system will be tested.

Dependent Variables

The dependent variable for measuring "cost" in this study of cost/
effectiveness is cost-per-keystroke. In contrast, the dependent variables
for measuring "effectiveness" are (1) level of production, (2) efficiency of
production, and (3) quality of the production process--as defined in terms of
workload backlog and, separately, overtime man-hours used.

Sample

The sample is composed of 17 female civil-service data transcribers
selected from three shifts in the Management Information System Department
of a large Navy shipyard on the West Coast. Of the 26 data transcribers
available, the 17 were chosen because (1) they were fully qualified, as
opposed to being in training status, and (2) comparative information was
available on each data transcriber for a specified time interval (13 weeks)
before the field test began, against which the trial-period results could
be contrasted.

It is important to note that the 17 data transcribers constituting the
sample in both the baseline period and the trial period are not merely
equivalent in size, but identical in terms of personnel involved.

Measures

Recharge Rate (RR)

This is the most important cost parameter used in this study. The
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parameter is a multiple-component cost figure that represents the overall
cost of the data-transcribing operation. (Derivation of the RR is described
in Appendix A.) The level of the RR is adjusted periodically by the control-
lership department of the test site to ensure the hourly cost per data
transcriber is kept as current as possible. Components of the RR, and their
present levels, are as follows:

1. Salary ....... ................... .$4.04

*2. Acceleration ...... ................ ... $1.31

3. Supervision ........ ................ $1.59

4. Machines ......... .................. $0.38

5. Overhead (General & Administrative) . . .. $3.50

Total $10.82

* Represents government share of leave,
pension, and other benefits.

Keystrokes

The number of keystrokes represents the combined print-and-verify
activities of the data transcribers. Keystrokes are tabulated for each data
transcriber directly by the machine on which the data transcribing is done.

Regular Man-Hours

There are three kinds of man-hours to be considered:

1. Paycard manhours--the basis on which data transcribers receive
their regular salary.

2. Assigned-machine-time man-hours--the number of man-hours a
particular data transcriber is assigned to operate a specified machine.

3. Actual-machine-time man-hours--the number of man-hours actually
spent operating the machine to which assigned. The interrelationships of
these different kinds of man-hours are described in Appendix B, which details
the PCRS-bonus computation.

Overtime Man-Hours

The number of man-hours permitted by site management to be paid at the
overtime rate to keep workload backlog within acceptable limits.

Backlog

This is measured by the average number of batches of work remaining
undone, as calculated on a daily basis and then averaged over weekly periods.
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A batch is a set of tasks that is fairly homogeneous in content but has some

variation in size. Thus, "batch" is a meaningful unit only when randomized

across considerable periods of time--such as the total number of work days

for the base period versus the trial period in this study: 63 and 64 days,
respectively.

Data Sources

Data on the measures just described were collected from sources pre-
sumed to vary considerably in ability to reflect the PCRS impact on various
site activities during the trial period. Toward ensuring that the data
collected were the best available, the sources were used in the following
priority:

1. Site Documents. Most of the extremely critical data regarding
keystroke production, man-hours, etc., were taken from computer printouts
that had summarized data directly from source documents. This was almost
the sole source for the important data used in calculating the production
cost-savings.

2. Estimates from Site Management and Staff. When site documents
were not available for required data, estimates were solicited from appro-
priate managers and qualified staff personnel.

3. Records of Research Team. Sometimes neither site documents nor
site personnel were the best sources for required data. In these instances,
appropriate data wer3 recorded or derived by the research team. An example
would be the determination of total man-hours required by the research team
from various types of site employees for various purposes.

4. Composite Source. Regarding some issues, none of the sources
above was capable of providing adequate information by itself. One such
issue dealt with determining possible "hidden" set-up costs which might have
been incurred, but which were unrecorded and not otherwise readily account-
able. Thus, representatives from the site's accounting department and the
research team jointly decided to prorate such possible costs from the basis
of known set-up costs.

Procedure

Brief summaries of essential procedural steps of the PCRS are described
here to illustrate that it is not merely an administrative program for
dispensing incentives--but a major organizational modification that has
deep impacts on several important dimensions of the work process, and which
requires major changes in work roles of workers and supervisors alike.

Procedural requirements of the PCRS will be discussed in five phases:
(1) Preliminary Issues, Objectives, and Activities, (2) Development,
Administration, and Testing, (3) Preliminary Evaluation, (4) Modification
and Maintenance, and (5) Full-scale Evaluation.

Preliminary Issues, Objectives, and Activities

Site management's first major decision necessarily focused on whether
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or not the PCRS was relevant to solving two problems they were most concerned

about: 1) low productivity, and (2) low morale, especially as it related to

high turnover and high number of grievances filed. These problems, however,
can't always be helped by PCRS. For example, if they are primarily due to
the combined impact of workforce distrust of management, coupled with
chronically bad union/management relations, then attempts to implement the
PCRS could make the problems worse. This becomes very apparent when the
PCRS requirements involving performance measurements, establishing work
standards, and method of payment of incentive bonuses are considered.

After site management had decided to implement the PCRS on a trial basis,
an orientation procedure was carefully prepared to inform the workers,
supervisors, and union in an accurate and meaningful way of the implications
of implementing the PCRS. The importance of this step cannot be overempha-
sized. Without such an orientation, it is highly unlikely that the broad-
based support and cooperation that are indispensable for successful implemen-
tation would have been received.

PCRS Development, Administration, and Testing

Most of the important steps required for the initial development,
administration, and testing of the PCRS are summarized below:

1. Questionnaire Development. This required a careful definition
of the problems involving productivity, morale, and related issues, and
discussions of how the PCRS might affect them. Information for this purpose
was collected from many sources, including managers, union representatives,
workers, supervisors, staff specialists, and others. The information
provided the basis for developing a prototypic questionnaire dealing with,
among other things, the general conditions of work, the way employees
viewed their capabilities to attain various levels of performance, employees'
expectations of rewards associated with such levels, and the importance of
those rewards to recipients. This information was invaluable for the PCRS
development because the information partially answered two fundamental
questions: (1) Did the data transcribers perceive themselves as capable
of increasing their performance if effective incentives were available?, and
(2) What types of rewards would be effective as performance incentives?

2. Workflow Analysis, Performance Measurement, and Results Feedback.

The PCRS requires an analysis of the work process, and elimination of
inefficiencies if possible. At the test site, for example, each data transcriber
formerly picked up her work at the supervisor's station, and returned the work
there upon completion. This necessarily reduced the time that each data tran-
scriber could spend operating the appropriate machines. These procedures were
modified so that each supervisor passed out and collected the assigned work,
which permitted the data transcribers to be more productive through having
fewer disruptions of machine-operation time. After all the modifications were
completed, means were devised to measure accurateiy the performance under the
new work procedures, and to feed back the results quickly and regularly. A
weekly Operator Analysis Reporting System (OARS) was developed for this purpose.

3. Goal-setting, Criterion Development, and Work Standards Derivation.
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The objectives of management and the capabilities of the performance report-
ing system (OARS) described in the previous section were the primary bases
used for establishing performance goals and designating appropriate criteria
for the Management Information System Department in which the data trans-
cribers were located. In addition, performance standards were developed
for the 190 different procedures performed by data transcribers in this director-
ate. Collectively, these steps are extremely important to the long-run successIof the PCRS. Unless they are done well, the PCRS will inevitably fail--regard-
less of the managerial support and workforce cooperation afforded it.

After the performance standards had been derived, it was possible to
compare individual performance with the standards to determine the relative
efficiency of each data transcriber. The degree that a specific data
transcriber's efficiency exceeded the standards for assigned tasks was the
sole basis for determining the size of financial bonus that the individual
received. Thus, incentive awards were strictly contingent on performance--
nothing else.

A common complaint of managers regarding some types of incentive plans
is that they require too much of their time to administer the plans equitably
and smoothly. In contrast, a significant attribute of the PCRS described
here is that it requires little management decision-making once it is fully
implemented. This is because records of performance, bonuses accrued, bonuses
paid, etc. are all essentially accomplished by the OARS report. Thus,
required managerial guidance of the PCRS after it is fully operational is
minimal.

4. Bonus-Payment Procedure. The amount of bonus earned is calculated on
a weekly basis and accumulated until a minimum of $25 is reached, at which time
the individual could request payment. Bonuses are paid monthly via checks
separate from regular payroll checks. Separate checks are issued because
the bonus checks are not drawn from "Compensation" funds, but from funds
administered by the Incentive Awards Division of the test site. In addition,
separate checks more clearly identify the bonuses as representing superior
productivity; such identification may help motivate each individual toward
sustaining that productivity.

5. Supervisory Training. The PCRS implementation required several
important changes in the activities and responsibilities of the supervisors
involved, especially regarding work distribution.

PCRS Preliminary Evaluation

A preliminary cost/effectiveness evaluation of the PCRS was started
after the initial results appeared to stabilize into meaningful patterns.
After one full quarter of operation tentative conclusions about the degree
of PCRS effectiveness could already be made, as described below.

PCRS Modification and Maintenance

Even before the preliminary cost/effectiveness evaluation was begun,
some necessary modifications were identified. They included, for example,
giving special training to the supervisor in charge of the Digital Computer
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Operations Branch, who was responsible for, among other things, dealing with
PCRS issues that affected different supervisors on various production shifts.
Similarly, an "Incentive Management Coordinator" was trained to initiate
resolution of PCRS issues affecting various staff functions such as payroll,
comptroller, industrial engineering, and industrial relations.

To provide for continuity of the PCRS, a manual will later be
developed to provide detailed guidance for updating and generally maintain-
ing the PCRS near its maximum effectiveness. The manual will contain
guidance, for example, for detecting when the work standards must be changed
due to the tasks having been modified, the technology altered, worker skill-
levels changed, or other important developments have occurred in the work-
place. The importance of timely modification of the PCRS to adapt to
workplace dynamics cannot be overstressed (Fein, 1971).

PCRS Full-Scale Evaluation

After additional required modifications have been incorporated into
the PCRS, some of which will be described below in the discussion section, a
more comprehensive cost/effectiveness evaluation will be done when the PCRS
has had an adequate period of full operation. That evaluation will address
the basic question of whether or not the PCRS has effected substantial cost
savings while not reducing (1) the level, efficiency, and quality of produc-
tion, or (2) the long-run effectiveness and quality of the workforce.

This evaluation will be made on a comparative basis across similar
sites. Such comparisons can provide valuable information about the cost/
effectiveness of the PCRS at a given site relative to other sites which
are and are not using it.

If the evaluation gives convincing evidence that the PCRS is desirable
in the department used for the original test, management may also wish to test
the PCRS in other departments that are different in tasks, workers, and setting
from the original test situation.

Analysis

Rationale and Scope

The analysis in this report is conducted in accordance with the fixed-
effectiveness mode of cost/effectiveness analysis (Fabrycky & Thuesen, 1974;
Kazanowski, 1968). This requires that the preferred alternative be chosen on
the basis of cost, given that all'alternatives are equivalent in effectiveness.
The two alternatives in the present case are, of course, the PCRS versus non-
PCRS production conditions at the test site.

This analysis was strictly limited to test-site impact. This was
very important in determining which costs were to be included in the analysis.
The research team's salaries and related costs, for example, were not included
due to being outside the scope specified.

Field-Test Design

The design for this field test of the PCRS was essentially a before-
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and-after contrast that used identical subjects and no control group. There

were several important reasons why no control group was used. First, repli-

cation data were available from a similar site also implementing the PCRS.

Second, and more importantly, use of a control group might result in adverse

effects on the long-run motivation and morale of those subjects designated

at the test site as being ineligible to receive economic incentive payments
during the trial period.

Selection of the base period against which the trial-period results
could be contrasted involved two primary considerations--length of period and
appropriate calendar interval. In terms of length, one full quarter (13 weeks)

Iwas estimated to be long enough for trial-period results to demonstrate the
PCRS impact sufficiently to permit a meaningful preliminary evaluation.

Choosing the calendar interval for the base period was more difficult.
Before-and-after periods generally should be contiguous in time for the most
appropriate contrast. In the case at hand, however, there was concern that
possible awareness by the subjects of preimplementation discussions among
site management could have influenced the base-period data in some unknown
way. Such influence could undermine the credibility of the before-and-after
contrast. fo preclude that from happening, the calendar interval representing
the base period was selected as beginning approximately 6 months prior to the
beginning of the trial period. Thus, the base period extended from 5 July
through 2 October 1976; the trial period extended from 17 January through
16 April 1977.

Technique

The fixed-effectiveness mode of cost/effectiveness analysis was
applied to the present case as follows:

1. All costs incurred by the PCRS during the trial period were deter-
mined. These costs were then split into nonrecurring costs associated with
setting up the PCRS and recurring costs associated with actual production.
Production costs associated with the PCRS were divided by keystroke output
during the trial period to provide its cost-per-keystroke. Similarly, pro-
duction costs of the base period were divided by its keystroke output to
provide the cost-per-keystroke for that period.

2. The difference in cost-per-keystroke between the periods was mul-
tiplied by the keystroke output of the trial period. This provided the
production-cost savings associated with PCRS implementation.

3. An evaluation was made to determine if implementing the PCRS had
diminished production "effectiveness" while the production-cost savings were
being generated.

4. Net savings for the trial period were determined by subtracting
set-up costs from production-cost savings. Savings projections based solely
on trial-period parameters were derived.

S. Savings projections based on specified levels of aggregation and
generalizability were derived.
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RESULTS AND DISCUSSION

PCRS Set-Up Costs

The nonrecurring costs incurred during setting up the PC9S at the test site

are detailed in Appendix C and summarized below:

1. Recorded Costs

a. Equipment Purchased ...... ............... $ 855.55
b. Software Development ..... .............. .. 3693.00
c. Personnel Training ..... ............... ... 3562.18

Total Recorded Cost $8110.73

2. Possible Unrecorded Costs

(Estimate 10% of total Recoded Costs) .......... ... 811.07

Total Set-up Costs $8921.80

The above figures represent every reasonable effort to include all pos-
sible nonrecurring set-up costs associated with implementing the PCRS. Thus,
in addition to the explicit costs (e.g., equipment purchased), there was also
inclusion of implicit cost such as (1) decreased keystroke production while
data transcribers and supervisors were being trained during work hours for PCRS
operations, and (2) use of test-site staff personnel, such as the computer
programmer who developed the required software. Finally, a substantial
adjustment for possible nonrecorded costs was included.

Cost Savings

The overall cost savings of the PCRS relative to costs of former pro-
duction conditions at the test site can be informatively illustrated by
focusing separately on (1) savings generated by production-cost reduction,
and (2) the net savings remaining after all set-up costs were absorbed.

Production-cost Savings

Deriving the production-cost savings required comparative data on
two basic dimensions--production costs and production output. Production
costs of the data-transcribing activities at the test site were primarily
accounted for by the Recharge Rate (RR) already described in this report under
Measures. It should be recalled here that the RR is a composite cost,
derived and periodically updated by the test-site comptroller, that represents
the current overall cost of the data-transcribing activity on an hourly basis.
Component cost levels of the RR, detailed in Appendix A, document cost reflect-
ing the following aspects of the data-transcribing operation: (I) basic salary
of data transcribers, (2) government portion of data transcriber's pension and

her benefits, (3) machines used, (4) supervisor salaries, and (5) overhead.

Production costs for the base period and trial period are compared
in Table 1. Comparative production output, in terms of cumulative keystrokes,
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for the base period and the trial period were 35,554,496 and 37,117,213, re-
spectively. These figures included the combined print/verify activities of
all shifts involved in the data-transcribing operation at the test site, as
detailed in Appendix D.

Given the comparative production cost and production output presented
above, the production-cost savings can be derived by multiplying the inter-
period difference of cost-per-keystroke by the keystroke output of the trial
period. These relationships are illustrated in the following formula:

Production cost Production Cost

(base) (trial) Production Production-cost

Production output Production output I output = savings of

L (base) (trial) I (trial) trial period

Inserting appropriate values into the formula gives the following results:

$84,920.43 $78,370.03 (37,117,213) = $10,281,47
5,554 ,4 96 - 37,117,2 3 7

The results indicate that $10,281.47 in production-cost savings were gener-
ated during the 13-week period that the PCRS was evaluated on 17 fully-
qualified civil-service data transcribers.

Net Savings

The net savings generated during the trial period were the production-
cost savings remaining after subtracting all set-up costs. Thus, the
production-cost savings of $10,281.47, when reduced by the total set-up costs
of $8,921.80, leave a net savings of $1,359.67.

Net savings of the PCRS trial period, as derived above, must be care-
fully interpreted. The primary issue revolves around whether or not it is
appropriate to absorb during the trial period itself all the nonrecurrine
set-up costs incurred during the PCRS implementation. An alternative way to
recover the set-up costs is, of course, to distribute a pro-rated portion of
them over a specified number of accounting periods. This alternative in-
creases the net savings for the trial period, but reduces the production-cost
savings during the periods over which the set-up costs are distributed. In
this study, however, the set-up costs were totally absorbed in the trial
period for the two following reasons.

First of all, completely absorbing during the trial period all the
PCRS set-up costs demonstrated emphatically that such costs were less than
the savings generated solely from reductions in production costs during the
same period. This is very important information. It clearly shows that non-
recurring set-up costs were fully recoverable in less than one full quarter
of operation. Few investments have such short "payback" periods.

Furthermore, the probable recovery periods for other Navy sites im-
plementing the PCRS would be even shorter when consideration is given to
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economies of scale that are possible. That is, the set-up costs of similar

Navy sites implementing the PCRS can reasonably be expected to decrease sub-
stantially. Such decreases could occur, for example, by appropriately adapt-
ing the testsite-developed software to meet the relevant particulars of other
Navy sites. These adaptations could effect substantial reductions in set-up
costs when contrasted with the alternative of each site developing its soft-
ware "from scratch." Similarly, the PCRS-oriented questionnaire that was
developed at the test site presumably could be readily adapted to other sites,
and thereby effect another major reduction in set-up costs.

'rhe second primary reason for absorbing all the nonrecurring set-up
costs during the trial period itself was that it facilitated interpretation of
the cost-savings projections, presented below, that were based soley on test-site
parameters. In particular, this manner of handling the set-up costs permitted
the cumulative savings value for the specified outyears to be derived as the
sum of (1) the trial-period net savings (i.e., after all nonrecurring set-up
costs recovered) and (2) post-trial period savings based solely on production-
cost reduction (i.e., without adjustments for distributed set-up costs).

Interrelationships among the PCRS set-up costs, net savings, and
production-cost savings have now been evaluated in terms of impact on the mone-
tary results of the trial period. It was demonstrated that , based purely on
reduction of production costs, savings were found to be in excess of $10,000
for the PCRS trial period. Given that the trial period involved only 17
subjects for 13 weeks, such savings are noteworthy--especially when generated
during a period when the inevitable problems associated with implementing
any new major system had to be solved. What still remains to be evaluated,
however, is the impact of PCRS implementation on the non-monetary dimensions
of production "effectiveness."

PCRS Impact on Production Effectiveness

The fixed-effectiveness mode of cost/effectiveness analysis permits com-
peting alternatives to be selected solely on the basis of cost only if all
alternatives are equivalent in effectiveness (Fabrycky & Thuesen, 1974;
Kazanowski, 1968). Superiority of the PCRS relative to former production
conditions at the test site has already been demonstrated in terms of
costs. Not yet demonstrated, however, is the impact that the PCRS implemen-
tation had on test-site production "effectiveness."

The nonmonetary dimensions of production effectiveness on which the im-
pact of PCRS implementaion was evaluated were (1) level of production, as
measured by total keystrokes, (2) efficiency of production, as measured by
keystrokes per man-hour, and (3) quality of the production process, as measured
!y (a) number of higher-cost overtime hours used to keep workload backlog
within acceptable limits, and (b) number of average daily batches (defined
previously under Measures) in workload backlog. Quality of production
output--as measured by the keystroke error rate--was determined by site man-
agement to be within acceptable limits even before the PCRS was implemented.
iherefore, quality of output was not explicitly evaluated during the PCRS
field test. It should be noted, however, that since the quantity of output
is strictly limited to keystrokes "verified" as correct, the quality of
output is essentially held constant across the inter-period comparison of
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overall production effectiveness. Results of the production effectiveness
evaluation are ;unarized in Table 2.

The results in Table 2 clearly indicate that the overall production
- effectiveness of the test site was not diminished by PCRS implementation 0h;c:,

evaluated in terms of the nonmonctary ullits specified. Moreover, each of
the respective values of data correspodihng to the dimensions of level, effi-
ciency, and quality of the production process wcre better during the trial
period than the base period. Tests fur statistical significance are not re-
quired, therefore, because any statistically significant differences found
could only demonstrate the superiority of production effectivviess during
the trial period. In terms of the fixed-effectiveness mode of cost/effect-
iveness analysis, however, it is only required to demonstrate that the alter-
native preferred on the basis of cost (i.e., the PCRS) is not inferior on
basis of effectiveness (Fabrycky & Thucsen, 1974). Results in Table 2
clearly show this to be the case. In addition, these results from prelimir.ary
cost/effectiveness analysis may have understated considerably the full
potential of the PCRS for long-run cost reductions of data-transcribing
activities. Some of the major reasons for the probable understatement
are the following:

1. The increase in productivity during the trial period led to elimina-
tion of the workload backlog accumulated prior to PCRS implementation;
consequently, there was often inadequate work available to keep all data
transcribers busy. These conditions necessarily lowered the potential
productivity increase which could be demonstrated by the PCRS during the
trial period.

2. Many of the important ad hoc problems that inevitably accompany
implementation of a major system such as the PCRS had to be solved during the
trial period; this decreased the productivity during this period relative to
test-site productivity after the trial period ended.

3. Raw data from a site similar to the test site appear to be superior--
or at least, equal--to data from the test site for comparable stages of the
trial period.

4. The research team could detect no informal evidence toward the end of
the trial period and thereafter that suggested the PCRS was having other than a
primarily positive influence on workforce variable such as turnover, absenteeism,
supervisory relations, union/management relations, and morale. flowever, tempor-
ary test-site limitations in information sources relating to these variables
necessitated their exclusion from the preliminary cost/effectiveness analysis.
Thus, the results presented in this study probably undervalue the long-run
cost savings attributable to the PCRS impact on data-transcribing activities
at the test site.

PCRS impact on production costs and the level, efficiency, and quality
of the workflow has been tested--hut the impact on the workforce itself
remains unknown. Recause the PCRS impact on the workforce dimensions
listed ;ibove has important implications for the long-run trends of the work-
flow, it is necessary that those dimensions be systewatically evaluated. To
provide such information requires that an appropriate irformation system
will .ive to he developed and implemented at the test site. As a mini-
mum, the system must provide information that will permit accurate answers
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to the following questions: (1) What are the roduction, administrative,

and other organizational effects that are associated with major changes

in the level of a workforce variable (e.g., turnover)'? and (2) How can

such effects be quantified and converted into appropriate monetary units

that will enable cost/effectiveness analysis?

Developing and implementing the information system described is a complex

undertaking. Moreover, the literature on human resource accounting is still

evolving in terms of the theoretical relationships on which such information
s>ystems are based, and results from field tests of such relationships have
not established a comprehensive and totally consistent pattern of findings
1i:lamholtz, 1974; Likert, 1967). As a result, both the theoretical and empirical
guidance regarding such information systems is limited. D)eveloping and successfully
implementing the information system will therefore require successive modifications
of the system until satisfactory results in terms of accuracy and cost of the
information provided are achieved.

If an information system can be implemented at the test site that will
satisfactorily provide the information required to include workforce variables
in a cost/effectiveness analysis of the PCRS, the same system will also be
implemented at another Navy site already having the PCRS in operation. Then,
in contrast to the present analysis which was strictly limited to production
costs and workflow variables, a more comprehensive cost/effectiveness analysis
c:n be conducted that will take into account the following (1) multiple
ites, (2) a much larger number of data transcribers, (3) a longer trial period, and
l) multiple cost criteria that reflect workforce as well as workflow variables.
,\crall, results from an analysis expanded in this form would add greatly to
unlerstanding the true cost/effectiveness impact of the PCRS on data-transcribing
activities in Navy sites. Until such a comprehensive analysis is done, it
must be concluded that results from the preliminary analysis reported in this
study indicate that the PCRS aIpr ears to have considerable potential, but
awaits broad-based confirmation from further field tests.

Test-Site Savings Projections

The net savings associated with implementing the PCRS were generated from
17 data transcribers during a 13--week period. While those savings were
noteworthy in and of themselves, of far greater interest to test-site man-
agement and others is the cumulative value of the PCRS savings when pro-
jected through specified outyears. Projections based on a savings rate iden-
tical to the trial period and representing 1, 3, and 5 years are shown in
Table 3.

The projections list cumulative values via combining the actual net-
savings generated during the trial period and the projected production-cost
savings generated after the trial period. The production-cost savings are
compounded monthly because the test-site data transcribers receive cash incen-
tive bonuses on a monthly basis if the data transcribers are eligible and
request payment--in contrast to letting the bonuses continue to accumulate. Since
such bonuses represent a portion of the production-cost savings that have
already accrued at the test site during the monthly accounting period,
projections based on coinciding compounding and periodic-payment intervals
are warranted (Fabrycky & Thuesen, 1974). In the context of the present case,
this simply means that the production-cost savings previously accrued are com-
pounded on the same date that the next monthly increment of savings is accrued.
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The lump-sum savings are also compounded monthly in order to coincide
with the compounding cycle of the production-cost savings. This facilitates
interpretation of the cumulative projected value derived from combining
the actual trial-period net savings and the projected production-cost savings.
It should be noted, however, that monthly compounding of the lump-sum savings
probably represents a conservative bias in the overall projections. This is
based on the fact that many financial institutions would compound such lump-
sum savings on a "continuous" basis, which generates a higher yield. For
details on how the compounding factors were derivcd and related issues, see
Appendix L.

Navy Community Projections

While projections of PCRS savings based solely on trial-period para-
meters provide valuable information to test-site management, such projections
are of limited utility to the Navy community as a whole. To be meaningful
from that perspective, the projections must reflect (1) specified levels of
kggregation of civil-service data transcribers in other Navy organizations,
and (2) specified levels of generalizability of test-site results to other
Navy sites. From this point forward, therefore, this report will neces-
surilv deal with issues stenmuing primarily from test-site results, but
wnih have important implications for other sites and activities of the
Navy commnity in which the PCRS may be implemented. Some of these impla-
, .ons will be addressed in sections below that are respectively designated
fur disvussion, conclusions, and recommendations.

Levels of Aggregation

To derive projections of PCRS cost savings that represent progres-
sively wider scope, civil-service data transcribers in Navy organizations
were aggregated at three overlapping levels: (1) the full complement
available at the test site, (2) the approximate number available in the
shipyard community, and (3) the approximate number available in the NAVMIAT
conupuiity.

There were 26 civilians performing data-transcribing activities at
the test-site shipyard during the PCRS trial period, some of whom were not
eligible for inclusion in the PCRS evaluation as reported in this study.
Though all data transcribers at the test site were operating under PCRS
conditions during the trial period, the criteria for selecting data trans-
cribers for the PCRS evaluation were described previously under Sample.

At the level of the shipyard community, a survey of )ersonnel
staffing levels of the individual shipyards located at least 200 civil-
service data transcribers. At a still higher level of aggregation, the
same survey located at least 725 data transcribers in shipyards, supply
centers, ordnance depots, and other activities in the NA\T.NI commanity
that require extensive data processing.

Levels of Generalizability

The broad issue of how well the test-site results can be generalized
to other Navy sites can be split into subordinate issues dealing primarily
with (1) credibility of the trial-period results as being represeniative of
the long-run results at the test site, and (2) conlarability of other Navy
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sites to the test site. Splitting the issues in this manner is somewhat
artificial iT. that many of the issues are heavily interrelated. The split-
ting is helpful, however, in illustrating that generalizability involves
two primary components which, though interrelated, can be meaningfully
evaluated separately. After the credibility issues and comparability issues
are qualitatively evaluated, their combined impact on the cost-savings pro-
jections will be quantitatively derived.

Credibi 1 ity

Evaluating the following issues will assist in determining how cred-
ible the trial-period results are in terms of being representative of the
long-run results at the test site if the IPCRS is continued in operation.
Or, in terms of "internal validity" (Cook & Campbell, 1976), to what degree
can the trial-period results be attributed to the PCRS versus effects from
other causes?

Field-Test Design and Trial-Period Parameters. In essence, the PCRS
field test consisted of comparing data across two 13-week periods on the same
17 subjects with no control group; the primary reasons for using no control
group were explained previously under Analysis. Thus, given the nature of
the field test and the limited scope of this preliminary cost/effectiveness
analysis, it is not appropriate to assert that the results are unequivocably
due to the PCRS. The cost savings derived from higher productivity could,
for example, stem mostly from what is broadly known as the "ttawthorne Effect."
If true, this means, among other things, that the results are not primarily
lue to the inherent features of the PCRS, but due simply to the subjects'
reaction to the heightened attention that management and the research team
focused on the subjects' individual and collective productivity during the
trial period. The increased productivity during the trial period may not,
therefore, be representative of a long-run trend. (It is important to
note, however, that the research team had been actively working with the
subjects for over a year before the PCRS came into effect--during which
time no increase in productivity was observed.) Alternatively, it is far
more plausible that the data transcribers were motivated toward higher
productivity by the performance-contingent economic incentives. If true,
the increased productivity should be maintained as long as the P1CRS remains
in effect. Whatever the case, the question of what was the primary deter-
minant during the trial period of the increased productivity, and the implied
duration of such productivity, cannot be answered conclusively from results
of the field test and preliminary analysis described in this report; this
becomes increasingly evident as the following issues are evaluated.

It should be noted, however, that this research has not been concluded.
Dita from multiple sites, additional performance measures, and more com-
prehensive and in-depth analyses will be used in later evaluations.

Impact of Critical Incidents and Extraneous Factors. Shortly before
the trial period began, the director of the Management Information System
l)epartment at the test site resigned. The true impact of this event is
difficult to measure because there is no control group. It is very pos-
sible, however, that the event depressed the possible increase in producti-
vity associated with the PCRS during the trial period. This is because the
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data transcribers may have experienced uncertainty regarding whether the
new director would continue the incentive program. If discontinued, their
increased productivity would be unrewarded. In overall effect, therefore,
the change of directors may have depressed the cost savings generated during
the trial period, despite the fact that the change occurred after the base
period had ended and before trial period had begun. This is because the
cost savings associated with the PCRS were measured, in part, as the dif-
ference in production costs between the base period and the trial period,
and the incident may have had a deferred impact on the latter period.

Another incident that could have impacted on the results involved ex-
changing the shift supervisors on the day and swing shifts between the base
period and the trial period. The incident had important implications because
the day shift had a considerably larger number of data transcribers assigned
to it than the swing shift. Thus, if the increased productivity during the
trial period was primarily due to supervisory practices, per se, and not due
to the PCRS, then the exchange of supervisors could have had a major impact
on the results. As disclosed in Appendix D, however, keystroke productivity
for the swing shift increased proportionally more than the day shift when
production efficiency in terms of keystrokes per man-hour is contrasted
within shifts across periods.

The extraneous factor that may have had the greatest unmeasurable
impact of all on the trial-period results stems from the fact that the data
transcribers frequently ran out of work during the latter stages of this
period--even the large workload backlog accumulated before the PCRS was
implemented was eliminated during this time. If the increase in producti-
vity during the trial period was, in fact, due to implementation of the
PCRS, then this extraneous factor is significant for two reasons: (1) it
imposed a situational constraint on the amount of potential productivity
increase that the PCRS could demonsLrate on the basis of a 13-week trial
period, and (2) it may have seriously undermined the data transcribers'
motivation toward sustaining the increased productivity due to their pos-
sible anxieties over managements' potential reactions to the data-trans-
cribing operation being chronically "overmanned," which primarily resulted
from increased productivity during the trial period. Such possible anxieties
have their foundation in the fact that management issued no policy state-
ment before or during the trial period to the effect that any overmanning
caused by increased productivity would be remedied by normal attrition,
voluntary transfers, etc.--as opposed to reductions-in-force, involuntary
transfers to other departments, and similar undesirable alternatives.

There is a strong possibility, therefore, that the inadequate work-
load and its possible consequences restrained the PCRS during the trial
period from demonstrating its full potential for increasing productivity.

Motivational Durability of the PCRS. Another important factor in
determining how credible the trial-period results are in terms of being
representative of the long-run results at the test site if the PCRS is
contirued in operation is, of course, the inherent features of the PCRS
itself. Of particular significance are those features involving (1) the
derivation, composition, and level of work standards, (2) the level of
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cconomic incentives to be awarded for productivity exceeding work stand-
ards, and (3 the computation and timing of productivity-bonus payments.
As described previously under Procedure, do these features of the PCRS
collectively form a functional and administrative foundation capable of
"motivating" data transcribers toward higher productivity through the long
run?

Co.mparability

In addition to how credible the trial-period results are in terms of

the long-run results at the test site if the PCRS remains in operation, the
generalizability of the test-site results to other Navy sites is greatly
dependent on the overall comparability between the test site and other
sites. Or, in terms of "external validity" (Cook & Campbell, 1976), to
what degree can trial-period results from the test site be generalized to
other persons, times, or settings? In particular, to what degree can the
test-site results be replicated at other sites in the shipyard community
or NAVMTN\ activities that implement the PCRS in data-processing departments?

Some dimensions that management of other sites considering the PCRS
implementation should evaluate are addressed below:

1. Similarity of Basic Technology and Workforce to That at the
Test Site. That is, how comparable are the data-processing equipment, work
tasks, and quality of data transcribers at other sites to the test site?

2. Site History. If recent history includes failure of a previous
uconomic incentive program, support and cooperation from data transcribers
anid other affected personnel cannot reasonably be expected to be high during
implementation of a similar program such as the PCRS.

3. Workforce "Trust" in Management. If the workforce believes that
increased productivity during the PCRS trial period might be used by manage-
ment to set higher standards for "normal" productivity later, then the
trial period will not likely demonstrate significant productivity increases.
Similarly, if the workforce believes that increased productivity resulting
from PCRS implementation might ultimately lead to reductions-in-force due
to overmanning (assuming workload remains constant), then--again--the PCRS
trial period will likely not result in noteworthy productivity increases.
A policy statement by top management that would address both these issues
would benefit any site considering PCRS implementation.

4. Union Support. If the unions involved do not support the PCRS on
most of its basic features, then its ultimate failure is almost a certainty.

This concludes the qualitative evaluation of issues relating to
credibility of trial-period results and the comparability of the test site
to other Navy sites. In summary, it should be noted that the test-site
results apparently can be substantially generalized to other Navy sites.
'his tentative assertion is based on preliminary data from another Navy
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shipyard in which the PCRS has also been implemented on a trial basis. Al-
though results from this site have not yet been summarized in a manner per-
mitting statistical comparisons with the test site, the raw data appear to
be as good or better than those of the test site for comparable stages of
the trial period.

Quantifying the Credibility/Comparability Issues

The interdependent nature of the credibility and comparability
issues can be quantified to estimate their combined impact on the generali-
zability of test-site PCRS savings to other Navy sites. This is done by

assigning numerical weights to the trial-period results in accordance with
their subjective value in terms of credibility and comparability implications.
For example, if after c,._ful consideration of test-site conditions and
events during the trial period, a manager at a site contemplating PCRS
implementation decides that the trial-period results described above were
probably lower than what they will generally be for equal-length periods

at that test site through the long run, the manager would assign an ap-
propriate numerical weight greater than one (e.g., 1.25) to compensate
for the understated trial-period results. This numerical weight would
then represent the collective credibility issues in determing the generaliz-
ability factor.

Similarly, if the same manager identified important conditions at his
site that definitely diminished the comparability between the test site and
his own, he would assign an appropriate numerical weight less than one (e.g.,
0.75) to compensate for the incomparabilities noted. This numerical weight
would then represent the collective comparability issues in determining the
generalizability factor.

The separate numerical weights are then multiplied together to form
the product that will represent the overall generalizability of the PCRS
cost savings generated during the test-site trial period to the particular
conditions at his own site. Thus, the generalizability factor if the
numerical weights in the example are used is (1.25)(0.75) = .9375. Given
that the production-cost savings associated with the PCRS during the test-
site trial period were $10,281.47, then ($10,281.47)(.94) would be an ap-
propriate estimate by the manager of the cost savings that the PCRS would
generate during a trial period of equal length at his own site if the same
number of data transcribers (17) were used.

Projections Reflecting Combined Aggregation/Generalizability Impact

Projections of production-cost savings that reflect the combined
impact of levels of aggregation and levels of generalizability are shown in
Table 4. The projections are not based on net savings, i.e., after set-up
costs are absorbed, for the following reasons: (1) PCRS set-up costs are so
small relative to production-cost savings that such costs were recoverable
in less than one full quarter of operation at the test site; therefore,
set-tip costs have minimal significance in long-run projections of PCRS savings,
and (2) set-up costs at the test site are amenable to economies of scale from
the perspective of other Navy sites. That is, several end-products generated
from set-up costs at the test site--such as the software package and PRS
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questionnaire, for example--can be readily adapted to the data-transcribing
activities at other Navy sites.

Table 4 is self-explanatory. Special note should be given, however,
to the extensive range of the projected-savings values that correspond to
different levels of aggregation and generalizability. Within the 3-year
projections, for example, while at the generalizability level of 1.00, the
value of the production-cost savings ranges from $221,000 to $1,700,000 to
$0,200,000 when aggregated from the "Test-site Shipyard" to "All Shipyards"
to the "NAVMAT Community." Similarly, within the 3-year projections and
remaining at level of aggregation of All Shipyards, the value of savings
ranges from $849,000 at the 0.50 level of generalizability to $2,500,000
at the 1.50 level of generalizability.

Due to this extensive range in value of the projected savings, it is
important that managers having control over the various aggregation levels
carefully evaluate the credibility/comparability issues that underlie the
generalizability of the test-sit'e results to other Navy sites. Without
such evaluation, expectations of savings to be derived from PCRS imple-
mentation at other Navy sites may be extremely inaccurate.

Integration of Results, Projections, and State of the Art

Early in this report it was documented that the state of the art pertain-
ing to the general effectiveness of economic work incentives was highly con-
troversial and, moreover, very contingent on the overall work situation in
which they were applied. PCRS results described in this report, however,
represent data from only 17 subjects at a single test site for a trial
period of 13 weeks. Yet, projections based on those results were made for
periods extending through 5 years and at levels of aggregation that reflect
hundreds of data transcribers from diverse Navy sites. This raises a strongly
implied question: Are such projections based on the semblance or substance
of realism? If based on the latter, what inherent features of the PCRS pre-
sa~mably warrant such long-term and broad-based projections. In relation to
data-transcribing activities, some of those features are the following:

PCRS Incentive Rewards Are Tightly Linked to Documented Performance--
Nothing Else

As a result of being strictly contingent on demonstrated performance,
the motivating value of the PCRS for increasing productivity should not
diminish as a result of gradually developed expectations that the incentive
rewards will occur as a matter of course. Incentive programs can lose their
effectiveness when the tight linkage between performance and rewards becomes
loosened through, for example, rewards being based on inaccurate evaluation
of performance by supervisors using subjective bases.

Data-transcribing Activities Provide a Precise Measure of Performance

Few measures of performance can be more objective and precise than
keystroke per operator per time period. The PCRS is not hampered, therefore,
by a technology that doesn't provide a precise measure of the performance on
which the incentives are contingent.
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0 Each Data Transcriber Essentially Has Full Control Over Self-Performance

In data-transcribing activities, there is very little performance
interdependence with other members of the work group. Each worker's perfor-
mance is therefore primarily a function of individual motivation, capability,
and little else. In contrast, some incentive plans focusing on the individual
worker fail because the workers perceive too much performance interdependence
with co-workers; this causes the individual efforts, outputs, and rewards
to be inadequately differentiated across the various workers. As a result,
the higher-performance workers may become de-motivated because individual
rewards do not correspond closely to individual performance.

Data-transcribing Activities Permit Short Feedback Cycles

Machines on which the data transcribing is done directly record
the number of keystrokes for each operator. Under PCRS, these performance
totals are accumulated weekly and corresponding bonus payments are paid
monthly. Incentive plans can become gradually ineffective if the workers
feel they are not being frequently and adequately informed regarding the
status of their performance and implied bonus payments.

Economic Incentives Have High Utility For Most Data Transcribers

Pay grades of data transcribers are generally restricted to GS-3
or GS-4 levels. The economic incentives of the PCRS can therefore be
reasonably expected to have high utility for the heavy majority of data
transcribers. Incentive plans can fail because the incentives used--whether
economic or otherwise--have low utility for the workers involved, with the
result that high performance is not elicited.

PCRS Set-up Costs for Data-transcribing Activities are Relatively Low

Such costs were fully recoverable from production-cost savings in
less than one full quarter of operation. Thus, Navy managers need not be
deterred from testing the PCRS because of initial cost-outlay required.
Moreover, economies of scale are possible because several types of end-
products (e.g., software development and questionnaire development) generated
from set-up costs at the test site can be readily adapted to other Navy
sites. This differs from incentive plans that are sometimes not given a
fair field test because the required "sunk" costs would be prohibitive if
the test failed.

PCRS Administrative Costs are Relatively Low for Data-transcribing
Activities

Once the PCRS is completely implemented and fully operational, the
recurring administrative costs for special record-keeping, computer, pay-
roll, and miscellaneous services are small relative to the production-cost
savings that are generated. In contrast, it could be necessary to termi-
nate an incentive plan after it becomes fully operational if the time,
effort, and other resources required from supervisors, managers, industrial
engineers, etc., remain so costly that they negate the benefits of pro-
ductivity increases from production workers.
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In summary, the above features of the PCRS, as related to data-
transcribing activities, constitute the primary basis for the long-term
projections that were derived from results of a field test of limited
scope. One more major issue, however, remains to be addressed: Will
the present data-transcribing activities in the Navy community undergo
such massive technological and other changes that projections based on
the field-test results will soon become largely irrelevant, regardless
of their previous credibility? This question is extremely important,
and equally difficult to answer. Representatives of the test site's
Management Information System Department, however, foresee no massive
changes in data-processing workload, machine technology, and data-trans-
cribing tasks that will occur soon enough to invalidate the 5-year pro-
jections. (Apparently the logical event for precipitating such possible
changes would be a breakthrough in optical character-recognition tech-
nology.)

Less massive changes in the data-transcribing activities can, of
course, be readily accommodated by the PCRS through updating the work
standards, revising the incentive-bonus rate, and similar adjustments.
In conclusion, therefore, the PCkF r 'evance to data-transcribing acti-
vities remains undiminished foi ,he foreseeable future, based on informal
judgments of practitioners.

Organizational Implications

Major implications fr:)r iortj ,'aenting the PCRS extend far beyond the
data-transcribing activities to which the PCRS is directly applied.
Several broad organizational implications which management of each site
contemplating PCRS implementition should evaluate are the following:

Potential Perceptions of Wage and Salary Misalignment

The implications of perceived misalignment can be best illustrated
by addressing the vertical and horizontal perspectives of this issue sepa-
rately:

Vertical Perspective. The vertical perspective primarily involves
the impact on the relative earnings of the supervisors of the PCRS
data transcribers. If the average earnings of the data transcribers in-
crease and those of the supervisors don't, the earnings differential will
he narrowed. As a result, the supervisors responsible for the group per-
formance of the data transcribers may lose motivation to fully support
the PCRS because they would earn less relative to their subordinates than
before the PCRS was implemented.

A potential remedy to this problem is to give some portion of the
average monetary bonus of the data transcribers to the supervisors. The
additional cost that this implies would best be borne by management because
the current bonus at the test site is only 11 percent of the cost savings
derived from each data transcriber's increase in productivity. Thus,

89 percent of the savings redound to management, which provides ample basis
for redistributing some of those savings to supervisors who are instrumental
in prod-,cing the cost savings through better work distribution and other

stipervisory practices required by the PCRS. Alternatively, if the super-
visory 5onus-sharing is deducted from the data transcriber's portion of
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I
the production-cost savings, their motivation toward maintaining the higher
productivity may be seriously undermined because the bonuses under these
conditions may be too small to have incentive properties. Moreover, it
should be noted that the current 11 percent portion of the cost savings
is already an extremely low sharing rate relative to incentive plans in
the private sector (Fein, 1971).

Test-site management and the research team are already evaluating
alternatives that would give the supervisors a vested economic interest
in the collective performance of data transcribers operating under PCRS

jconditions.

Horizontal Perspective. Of far greater difficulty is devising a
remedy for correcting the perceived horizontal misalignment--i.e., per-
ceptions based on the perspective of non-PCRS employees who do not have
a hierarchical relationship with the PCRS employees. The perceived mis-
alignment is especially intense if the non-PCRS and PCRS employees work
in close spatial proximity or have a highly interdependent workflow.
From a broader organizational perspective this perceived misalignment
is very important because the PCRS may have a strongly beneficial effect
on the motivation, performance, and morale of the data transcribers while
non-PCRS workers in the same organization may simultaneously experience
a strongly detrimental effect on the same dimensions. In great part,
the detrimental effect on the non-PCRS workers would be based on the
following reasons: (1) they are denied opportunity to share in the PCRS
economic rewards, and (2) they feel that the data transcribers are de-
riving economic rewards not based entirely on their own activities,
efforts, and performance.

Two possible solutions to this problem are the following: (1) In-
clude the non-PCRS employees under the PCRS if their tasks and other work
relationships are amenable to PCRS implementation, or (2) adapt the PCRS
from an individual incentive plan to a group incentive plan, on the
rationale that many non-PCRS employees have supporting roles that are
broadly interdependent with the workflow of PCRS data transcribers. The
implications of changing an incentive plan from an individual to a group
basis are very complex, however, and must be considered carefully on
the many tradeoffs involved (Belcher, 1974).

Conflict Resolution

Implementing the PCRS may precipitate temporary conflicts among
various types of employees and organizational functions. The process of
setting work standards, for example, may engender conflict among the
industrial engineers, union representatives, and supervisors. Similarly,
the whole concept of economic incentives being necessary to increase pro-
ductivity may he challenged by the comptroller. Moreover, the new methods
of work distribution involving data-transcribing activities may not at
first be accepted wholeheartedly by the supervisors. It is imperative,
therefore, that anagenent attempt to exercise a firm and equitable
influence toward resolving the conflicts to the acceptance of all con-
cerned during the implementation process.
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Management must, to be sure, continue to provide broad-based
support of the PCRS after it is fully implemented and operating smoothly.
During this period, it is especially important that management give
immediate attention to resolving any emerging conflicts involving the
PCRS. This could include, for example, handling PCRS-related grievances
in a manner permitting quick, fair, and decisive resolution--even if
such procedures differ considerably from the normal grievance-resolution
process. This is necessary because if resolving serious problems with
economic incentive plans is deferred for routine processing, potentially
irreparable damage to the work unit's effectiveness, production costs,
employee morale, and union/management relations could result (Belcher,
1974; Fein, 1971).

PCRS Discontinuance

It is possible, of course, that management may decide to discontinue
the PCRS after it has been implemented on a trial basis at a given site.
Whatever the reasons for discontinuance, it may cause extensive damage
to the site's workflow if the process of discontinuance is not systema-
tically thought out and carefully executed. It is unrealistic, of
course, to expect that if the PCRS is successfully implemented and
tested, that it can be discontinued without leaving an aftermath of
major proportions in terms of effects on productivity, morjle, and union/
Maanagement relations. In the private sector, for example, managements
often use costly "buy out" plans when economic incentive plans are dis-
continued. Such plans represent an attempt by management to keep peace
with unions, to keep productivity at high levels, and to not demoralize
the workforce as a result of the decrease in individual earnings that
often accompany the discontinuance (Fein, 1971).

To minimize the detrimental impact of the discontinuance on the
workforce, the following procedures might be helpful: (1) Management
should not make the discontinuance decision unilaterally, or begin its
execution without adequate forewarning and explanation being given to
all concerned. Reactions of the workers and unions might be more
moderate and compliant if they have been adequately consulted during
the decision-making process and, hopefully, understand the necessity for
the discontinuance as a result, and (2) management should not expect pro-
ductivity, turnover, absenteeism, and morale to remain at the desirable
levels they may have reached while the economic incentive plan was in
effect. Management should expect slippage towards pre-incentive levels
and, in addition, should be wary of initiating sanctions to prevent this
tendency. Such sanctions, if implemented, might be so resented by the
workers and unions that open conflict could result.

128



I
CONCLUSIONS AND RECObff4NDATIONS

Conclusions

U A fixed-effectiveness mode of cost/effectiveness analysis was used to
test the following hypotheses:

1. Implementation of the PCRS will substantially reduce the production
costs of data-transcribing activities relative to costs associated with
former production conditions at the test site.

2. Implementation of the PCRS will not diminish the production ef-
fectiveness of data-transcribing activities while the costs are being
reduced.

Based on, among other results, the fact that production-cost savings
in excess of $10,000 were generated in a field test on 17 data transcribers
for 13 weeks--during which time the keystrokes per man-hour increased over
14%--the hypotheses are concluded to be true.

Recommendations

It is recommended that Navy managers having control over sites with
large numbers of civil-service data transcribers evaluate the procedures
and results of the PCRS field test from the perspective of possible
implementation. Such managers should give special attention, of course,
to issues underlying the generalizability of the test-site results to
sites under their control.

If Navy managers decide that the overall generalizability of test-site
results appears sufficient to warrant implementation of the PCRS, it is
recommended that they make a firm commitment to provide the resources and
broad-based management support required to ensure that the PCRS receives
a full and fair field test. Only then will accurate data be available
after the trial period to form a reliable basis for determining whether
or not the PCRS should be continued.

It is also recommended that appropriate procedures be initiated to
evaluate the implications of modifying civil-service policy regardng
economic incentive awards (Federal Personnel Manual, Note 2). In par-
ticular, the implications should be examined of differentiating the
level and bases of economic awards between (1) "one-shot" innovations
that result in cost savings due to inventions, new techniques, or similar
devices that workers use, and ( ) productivity-induced cost savings that
stem primarily from additional effort, higher motivation, or superior
ability of the workers themselves. The present guidelines seem more
appropriate to awards for once-only procedural or "hardware" innovations
than to increased individual productivity on a continuing basis.

Current guidelines suggest that workers be awarded no more than 10 per-
cent of the net cost savings, given that the savings are $1000 or less;
above that level, it is to be no more than 5 percent of the cost savings
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up to S10,000--with additional decrements in the worker's share thereafter.
Such rates for worker participation in cost savings may provide adequate
motivation for attempting inventions or other nonrecurring innovations that
may ultimately lead to massive cost reductions for the site or agency and,
in turn, to substantial economic awards for the originators. It is less
probable, however, that such low ceilings and decremental sharing rates
will provide adequate motivation to keep productivity-induced cost savings
at really high levels through the long run. As a comparative benchmark,
it should be noted that participation rates for individual-based economic
incentive plans in private industry are generally in the 30 to 70 percent
range, with no decrements (Belcher, 1974).

The potential significance of this recommendation is that unless the
guidelines are revised in a manner that satisfactorily addresses the

issues described above, the PCRS may be less than totally effective
through the long run--and the ineffectiveness may be due less to inherent
features of the PCRS than to current policy guidance regarding the level
and bases of economic incentive awards.

The implications of modifying policy on economic incentive awards are,
of course, complex and far reaching. One such implication deals with the
possible effects on the long-run productivity and morale of those employees
not covered by the economic incentive plan, a potential problem for which
prospective remedies have already been discussed. This example illustrates
that considerable care should be taken to ensure that intricate tradeoffs
implied by this recommendation will be systematically evaluated from a
broad and long-run perspective.
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Table 1

Comparative Production Costs ofI Base Period and Trial Period

Costs Base Period Trial Period

RR x Man Hoursa $83,874.48 $76,760.32

OT x Man Hoursb 1,045.95 243.21

PCRS Bonus Paymentsc  - - - - 916.50

PCRS Admin Costsd  - - - - 450.00

Total $84.920.43 $78,370.03

aCurrent Recharge Rate (RR) is $10.82 per hour.

The Base Period used 7751.8 total man hours; the
Trial Period used 7094.3 total man hours. Of the
total man hours used in comparative periods, the rel-
ative man hours paid at overtime rate are specified in
Footnote b.

bOvertime rate is 1.5 basic hourly salary. Thus,

the $2.02 represents the 0.5 overtime component cost.
Overtime man hours for the Base Period and Trial
Period are 517.8 and 120.4, respectively.

cPCRS bonus-payment calculation is detailed in

Appendix B.

dpCRS administrative costs were estimated by rep-

resentative of testsite comptroller. At level of
cost listed above, the estimate is intended to cover
all possible costs of PCRS requirements for special

record-keeping, computer, payroll, and miscellaneous

services.
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Table 4

Projections of Production-Cost Savings: By Level of

Aggregation and Level of Generalizability

Projection

Aggregation Level
a  Factorb Out Year Savings

c

I YR 3 YR(s) 5 YR(s)

Generalizability Level of 0.50

restsite Shipyard 2,622 33K 1I1K 20OK

All Shipyards 20,152 254K 849K l.6m

NAVMAT Community 73,084 920K 3.1M S.7M

Generalizability Level of 0.75

Testsite Shipyard 3,933 50K 166K 309K

All S'ipvards 30.228 181K 1.3M 2.4M
NAVMAT Community 109,626 1.4M 4.6M 8.614

Generalizability Level of 1.00

Testsite Shipyard 5,244 66K 221K 412K
All Shipyards 40,303 508K 1.7M 3.2M

NAVMAT Community 146,168 1.8M 6.2M II.SM

Generalizability Level of 1.25

Testsite Shipyard 6,554 83K 276K S1SK
All Shipyards 50,379 635K 2.M 4.0M

NAVMAT Community 182,710 2.3M 7.7M 14.4M

Generalizability Level of 1.50

Testsite Shipyard 7,865 99K 331K b18K
All Shipyards 60,455 761K 2.5M 4.7M

NAVMAT Community 219,253 2.8M 9.2M 17.2M

Note. Interest rate used is 10 percent, as prescribed in

DODINST 7041.3.

aThe numbers of data transcribers located at the specified levels
of aggregation were as follows: Test-site Shipyard, 26; All

Shipyards, 200; and NAVMAT Community, 725.

bThe Projection Factor is determined by the following prod-

tic': (Trial Period Production-Cost Savings at Monthly Rate) x

(Ar~gregation Factor) x (Generalizability Factor). As detailed
previously in text. the test-site savings in production costs

during one full quarter (13 weeks) of operation were $10,281.47,
which implies a monthly savings rate of $3,427 after rounding.

N
Ihe aggregation factor is "-. where N represents number of data

,raiiribers at _pecified level of aggregation, as described in

Footnote a; the I7 in denominator represents number of data trans-
.riber ,; uLed during trial period. Derivation and interpreta-

tion of the generalizabilit) factor were described previously

in text.

C Compounding factors tised in the projections are hased on
,oincding compounding and savings periods (monthly), as de-
scribed in reference entry for Fabrycky and Thiesen, 1974.

Compouiding factors corresponding to the I, 3. and S-year pro-

.ection." are 12. 95, 42.138, and 78.547, respectively. Deriva-

tion oif the compounding factors ifs outlined in Appendix L.

'roptcted : vings are rotnded to nearest unit for the K-valued
-fitr-it.- ;and to nearest tenth of unit for ,i-vahued entries,

wh r'e k 10,10 and M I ,000,010.
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APPENDIX A

DERIVATION OF RECHARGE RATE

The Recharge Rate (RR) is an hourly composite cost per data transcriber
that includes (a) basic salary, (b) acceleration, (c) supervision, (d) machines,
and (e) overhead. Bases for the current level of cost of each of these com-
ponents are specified below.

I. Basic Salary of Data Transcriber at Test Site: $4.04

This hourly rate corresponds to the GS-3 Pay Grade, median step, as listed
in official General Schedule for Salaried Positions, Effective 10-10-76. The
schedule was issued as specified in Note 3.

II. Acceleration: $1.31

This component represents the government share of pension, leave, and
other benefits of the data transcriber. The rate is specified by the comp-
troller's office at the test site. Currently, the rate is 32.5% of basic
hourly salary described in I, above.

III. Supervision: $1.59

Each shift has the following supervisory personnel:

Title Pay Grade Basic Salary (median step)

Lead Data Transcriber GS-4 $4.53
Shift Supervisor GS-5 $5.07

Total $9.60

Since there is an average of 6 data transcribers per shift, $9.60/6 = $1.60
per data transcriber. This value differs by a penny from cost level specified
by test-site comptroller. No basis for the disparity is known, but it is of
minimal significance. Reference for basic salaries of the respective types
of supervisors is cited in I, above.

IV. Machine Costs: $0.38

The cost for "CMC" (described in Appendix B) data-transcribing machines
is $1180 per month, as specified by test-site comptroller. The number of
data transcribing hours in a 30-day month having 3 shifts per work day is
determined as follows: 30(5/7) = 21.4 work days, which implies there are
approximately 64 shifts per month. Since each shift has 8 hours, there are
512 hours eligible for data-transcribing activities each month. Accordingly,
$1180/512 = $2.30 per hour per shift. Finally, since each shift has an average
of 6 data transcribers, the hourly machine cost per data transcriber is
$2.30/6 = 50.38.

V. Overhead: $3.50

This represents the general-and-administrative-overhead cost charged by

the Management Information System Department of all test-site activities that
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I "purchase" data-transcribing services from the department. The level of over-
head cost is determined by the test-site comptroller, and periodically updated.
The current rate is $3.50 per hour per data transcriber.

I VI. Overall Summary of Recharge Rate Components

Basic salary ..................... $4.04
Acceleration ..................... $1.31
Supervision ...................... $1.59
Machines ......................... $0.38
Overhead ......................... $3.50

Total $10.82 per hour per data transcriber
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PCRS BONUS CALCULATION
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II. PCRS Bonus Formula

Using the given terminology, the basic formula for calculating the
dollar bonus for a specified accounting period is as follows:

Bonus = MT x RR x SPI x DTSR

Functionally, the formula can be meaningfully interpreted in the following
sequence:

1. MT represents the cumulative time, in hours, spent on
direct production activities for given data transcriber.

2. (MT)RR represents the cumulative cost of the direct pro-
duction activities per data transcriber.

3. (MT x RR)SPI represents the productivity-induced cost savings
for the PCRS site when a given data transcriber has effected
superior productivity, i.e., SPI > 0.

4. (MT x RR x SPI)DTSR represents the portion of the PCRS cost
savings received by the keypuncher who generated them.

III. PCRS Bonus Computation Example

A realistic example of a monthly bonus might include the following
values for parameters:

1. Productivity Factor

a. Efficiency component: 1.6
b. Utilization rate: 1.05

2. Machine Time: 150 hours

3. Recharge Rate: Currently $10.82 per hour per data transcriber

4. Data Transcriber Sharing Rate: Currently 0.11

Inserting these values into the basic formula gives the following results

Bonus = IT x RR x SPI x DTSR

= 150 x $10.82 x [(1.6)(1.05) - 1.0) x 0.11

= $121.40
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IV. Bonus and Salary Relationships

One way to evaluate the potential utility of the 1CRS bonus to the data
transcriber is to contrast it with the data transcriber's basic salary.
Appendix A indicates that the basic salary of at the GS-3 paygrade (median
step) is $4.04 per hour. Ivaluating the term, 30(5/7)8, indicates there
are 171.44 regular work hours in a 30-day month, which means the basic
salary is $692.62 before deductions. Numerically rounding both the bonus
value in the example of Part III and the salary gives the following percentage
of bonus earnings relative to basic salary:

121 (100)

- 17.5%
693
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APPENDIX C

NONRECURRING SET-UP COSTS OF PCRS

I. Fquipment

Item Cost Quantity Total

lable 80.00 10 800.00

In-Basket 1.85 30 55.55

$855.55

II. Software Development

Item Cost Quantity Total

GS-11(5) Programmer *@S&A($12.31) 300 Man-hours $3693.00

*S&A: Salary plus "acceleration" (32.5% of hourly salary), as described

in Appendix A.

III. Personnel Training and Development

Item Cost Quantity Total

Selected Interviews GS-3(5) 20 Manhours $216.40
*@RR ($10.82)

* RR = Recharge Rate, a multiple-component hourly cost derived by

site comptroller for GS-3(5) data transcribers as described in Appendix A.

Man-hours
Item Cost Employees eacn Total

Questionnaire Admin I GS-3(5)@ RR 22 (1.25) 297.55

GS-4(5)@ SA
($6.00) 3 (1.25) 22.50

GS-5(5)@ S&A
($6.72) 3 (1.25) 25.20

$345.25

Questionnaire Admin TI GS-3(5)@ RR 22 (1.00) 238.04

GS-4(5) @ S&A 3 (1.00) 18.00
GS-5(5) @ S&A 3 (1.00) 20.16

$276.20
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III. Personnel Training and Development (conti-o-ted)

Item Cost Employees Man-hurs Total

PCRS Introduction GS-3(S) @ RR 22 (1.00) 238.04
GS-4(5) @ S&A 3 (1.00) 18.00
GS-5(5) @ S&A 3 (1.00) 20.16

$276.20

Supervisory Development of Head of Digital Computer Operations Branch
Weekly Number
Man-hours of weeks

PCRS Introduction GS-11(5) @ S&A 3.5 (1) 43.08

($12.31)

PCRS Training (NPRDC)

Time @ S&A 16.0 (1) 196.96

Travel @ Reimbursed
Cost (Auto
and Food) 30.00

PCRS Maintenance @ S&A 10 (8) 984.80
(weeks 6-13)

$1254.84

Weekly Number

PCRS - Monitor Development Man-hours of weeks

PCRS - Introduction GS-11(5) @ S&A 3.5 (1) 43.08

PCRS - Training (NPRDC)

Time @ S&A 16.0 (1) 196.96

Travel Reimbursed Cost
(Auto and Food) 30.00

PCRS Maintenance @ S&A 15 (5) 923.25
(weeks 1-5)

$1193.29

IV. Possible Unrecorded Costs

Add 10% of sum of I, II, II1 to adjust for possible
unrecorded costs. $811.07
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V. Summary of Nonrecurring PCRS Set-up Costs From Test-site Perspective

A. Recorded Costs

Equipment ...................................... 855.55
Software Development .......................... 3693.00
Personnel Training & Development .............. 3562.18

Total Recorded Costs $8110.73

B. Possible Unrecorded Costs 811.07
(Estimate 10% of recorded costs)

Total Nonrecurring Set-up Costs $8912.80

The set-up costs are deliberately given a liberal computation. That is,
in addition to actual expenditures (e.g., equipment and travel) there is also
inclusion of implied costs due to decreased productivity while data tran-
scribers and direct supervisors were being trained for PCRS implementation
during work hours; also included was reimbursement for staff use (e.g., com-
puter programmer who did the software development and, separately, development
of the on-site PCRS monitor) and for use of higher level supervision (e.g.,
Head, Digital Computer Operations Branch). Finally, a substantial adjustment
for possible non-recorded costs is also included.

Even given the liberal computation of nonrecurring set-up costs described
above, such costs were more than fully recovered during the trial period from
the production-cost savings associated with PCRS implementation, as documented
in text.
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APPENDIX D

COMPARATIVE PRODUCTION EFFECTIVENESS OF WORK SHIFTS

Tables 5 and 6 show the comparative production effectiveness within
work shifts across periods. The important summary findings in Table 6
are the following:

1. All shifts substantially decreased in overtime man-hours. As a
result, keeping the full complement of data transcribers busy after
the workload backlog was essentially eliminated became an occasional
problem on all shifts.

2. Grave shift decreased slightly in production efficiency while
other shifts increased. Since Grave Shift is last shift for each
work day, the decrease might be due primarily to insufficient work-
load; lack of complete understanding of bonus computation by some
data transcribers on this shift may also have influenced the decrease.

3. Swing shift production efficiency increased dramatically: 75.3%.
Since tasks, data transcribers, and machines were essentially identical
for this work shift across the comparative periods, the increase was
presumably attributable primarily to the effects of two factors: (a) the
PCRS, and (b) the exchange of day shift and swing shift supervisors that
occurred between the periods. Given the nature of the field test, it
is difficult to determine the relative impact of these factors on the
productivity increase of this work shift.

240



0. - W.- cc "0t

cc 0' C

4) C : (U .4-.cc
N4 CL-

co Vo m 4,u

0 C \0 M j4:*
No P0 0 ~ k

0 1 1C.
0L > nU)0d

cc CL 0)
0.01 tr.4)

~ \ 0 0) cc) )

00 W ) N4 a!

0) 4JC C) ~ - - C U

ca 0 t..7 v
0.~0 fl 't - C 5U4) ) 4.J Lt) -1 V,

x) 4n 0 V)L) N
0~~ V .o - 0. .

>-n. w) -- 1 to
0A - 41- ccOU

-~v -t -- 0~ 4 ~
ce) -4 >, $. m X- 0)-W 0 X . U)0 40x

.0 1= .

$..c 0) \0 K. .,, : 0) IV-4 4 4. C
tn 00 00 4-)) >4' ,- U) 0 SU) co C jLI u > "'. 4)4)

U .- 4 4-'4 .D 9. m 4.' m)I
U)4 4-J u V) (D 4)0 W

U) ~0 0 S~4 C
U) rl VZ V) 4)N -1)

C~~~- "a .0 N '0 ~ [ 0 0e N* 0
4I: ~ ' - 4) 0 4 0 CI 4 4J4

CL: : V N_ JL) V)Um 44 -' Z '~
C- >0 c C *dC4-P 10 ~ >. 0 ~ C

C. Wf FE.- a)U .- -

4:. +j .0u cc-
4z 4) C4C W .C 5

00 r"U 00 . Oc. -n0 . >4 44
c) 4:: W +i coC 0 C 73 o- .. > $.' E ~ u0 I... m~ ~ Lrn H).- Q: 0=- C

HI1 13 4) .. .
4) * :3 <

V. _1 m' C:.- .1. C=-
0'LI (v0 * 0 4) 0 1 >

4)~~~4 00'N 00 ~ ) ~ ) u) M-
V, t') r J tn C). 00 U "U 4-J U)

W 0 S= 0 Cd 4) - O - 4
>... a~0 0 -- LI -0 "o' 0 c .0ci .1 NO4 CD INO -U) 0U) -c~ .-

'T'U -'-4 5- --T -'-4cz u
-n 4J'0 i a. OL) 0. 41 .. )r4

'-' '-' .4U 0 C 4-0 0

4: E) 0- U -0
4) 4C C 5. 00 )or

241.0 4



4-U) V)IU4

-n tf)' 0()n

C)-

(A .- O -4 41 "0 4- ) m4J U
QjC ) C 

4 -
.r .4-'0 Q) cO tU)

C 'D *H u Cd C) d)

-cco .:o U) 1-4C ~
C U) 0 0 U) P,

0 4-4 - -> J-4

a) a)-0 al #j +
C ~~C) *C)0 E . 4 .

- ~ U) 0 4) r- E S

tt4- I (n (1 CD CU)C) -4 (-

n r-
4

C -0 r- )
Vd 0 ) co

4, C 
4 

cc q 4 cU) # 0 4,)

M) Ln -,4 O~ -45 .0 td
C-D C) C- -4 C) )-

C)~ fn C) C) C o~0-
(IC)4- Ocn 41: ~ w-C )-

C) 4) U)Cd Cd q N~. ) C).

5-' Cd 1U) C ) C- cd

0 () IZ$ -41.IIc -
4-' 1

4~ U) Cf ) C )

0~~~ C)M4i-CC
0 ) 41t* CS nQ

0 f) -4 W.~ 0 0 4 4

T~ *-4to ClCL-4
C, 4-j M -

-4.~ 0- J)k CIS-~ 4.-J

C' 4 C)C'm-m u cis
f- .- ' U-- 4 C)C 0- 0 4 U)

41 > c)4- 44 4- 4-05 > .- >) +C) o1

tnC a)4-J -4-5 CIS U)

(1) 4-J UC +)

a ~ >

r- .0 4110= ic'- 0t- CZ'- QIU 4)

4 r-242



Ii

I

I,

I

APPENDIX E

DERIVATION OF FUTURE COMPOUNDED-VALUE FACTORS

243



APPENDIX E

DERIVATION OF FUTURE COMPOUNDED-VALUE FACTORS

I. Effective Interest Rate Determination

DODINST 7041.3 specifies that the interest rate to be used in economic
analysis of DOD programs and end-products is 10%, compounded annually. As
explained in text, however, the PCRS cost savings are accrued and compounded
on a monthly basis. Accordingly, the nominal annual interest must be con-
verted into its effective annual rate. This is done by the following formula
(Fabrycky & Thuesen, 1974; SECNAV INST, Note 1):

i = [ + )- l, where i = effective annual interest rate, based
on monthly compounding

r = nominal annual rate, based on annual
compounding

c = number of annual interest periods

Inserting parameters from the present case, the value of i is determined as
follows:

120.10. ] 1 .7i = [( +- ) -1] =10.47.

Dividing effective annual interest rate by number of annual interest periods
gives the effective interest rate per specified period. Thus, for the present
case, 10.47/12 = 0.87% per month.

11. Determining Future Compounded-Value of Cost Savings

A. Lump-sum Compounding

The basic formula for determining the future value of a single pay-
ment that is compounded over a specified number of periods is the following:

F = P (I + i)n where F = future compounded value at end of last period
i = effective interest rate per specified period
p = present value of single payment
n = specified number of periods

Sometimes the value of F is already known, but its present value
needs to be determined. Then, with the same terminology, the following for-
mula is used.
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B. Series-payments Compounding

The basic formula for determining the future value of a series of
regular, equal payments that are compounded over a specified number of in-

terest periods is the following:

F - A ~[ i  -l, using terminology analogous to that described
i

above for lump-sum compounding, and where A represents the amount of each pay-
ment in the series.

When the present value of the series payments needs to be determined,
the following formula is used:

P = A [ +i )  1 ], using terminology analogous to that described
i (l+i)

n

above for series-payments compounding.

The future-compounded-value and net-present-value formulae for both
lump-sum and series payments are cumbersome to evaluate numerically when the
number of periods gets large. Accordingly, references are available
(Fabrycky & Thuesen, 1974) which provide equivalent "factors" for frequently-
used combinations of interest rates and interest periods. Less-frequent com-
binations can be derived by interpolating the factors already known. This
will be explained in III, below.

III. Derivation of Compounded-Value Factors

The series-payment, compounded-value factors for the 3-year projections
shown in Tables 3 and 4 in the text can be derived via interpolation by using
the following information from appendices in the reference entry for Fabrycky
and ThUesen, 1974:

iffective Monthly Number of Series Compounded-Value
Interest Rate Payments Factors

1.00 35 41.660
0.75 35 39.854
1.00 40 48.886
0.75 40 46.446

As described in 1, above, the effective annual interest rate correspond-
ing to the nominal annual rate of 10% is 10.47% when compounded monthly.
Dividing the effective annual interest rate by 12 gives the effective monthly
rate: 0.8-. The compounded-value factors associated with this effective
monthly rate for interest periods of 3S and 40 an be derived as follows:

(a) For 35 interest periods

(11.660 - 39.854) - + 39.854 = (1.806)(0.5) + 39.854 = 40.757
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(b) For 40 interest periods

(87-. 75(48.886 - 46.446) y __:7 + 46.446 = (2.44)(0.5) + 46.446 = 47.666.

Then, determine the difference between compounded-value factors for in-
terest periods corresponding to 35 and 40 at the effective monthly interest of
0.87%. Pro-rate the difference in relation to the specific number of interest
periods wanted (in the present case, 36), and add to the factor corresponding
to lower number of interest periods:

(47.666 - 40.757) - + 40.757 = (6.909)(0.2) + 40.757 = 42.138,

when rounded in conservative 'irection.

This compounded-value factor can then be multiplied by the amount of
series payment to result in a value equal to that resulting from use of the
basic compounded-value formula for series payments:

(Series Payment)(Compounded-Value Factor) = (Series Payment) (1 i) 1]F

where F represents the future compounded-value of the payment series at end of
last period; i = effective interest rate per specified period; n = number of
periods. Thus, for the 3-year projections of production-cost savings from 17
data transcribers shown in Table 3, the value of F is determined as follows:

($3,427)(42.138) = $3,427 11+0.87)36 - I= $144,407

The process for deriving the compounded-value factors for lump-sum
savings, or net-present-value factors of either lump-sum or series-payments
savings, is analogous to example given.
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EFFECTS OF THE OPERATIONAL ENVIRONMENT
ON PERFORMANCE MEASUREMENT

CAPT James J. Clarkin, USN
Navy Personnel Research and Development Center

San Diego, California

ABSTRACT

Assessment of performance in an operational environment can
he subject to many difficulties: (1) the mission takes
precedence over measurement, (2) nonprogrammed events are
very likely to occur, (3) multiple system and subsystem
interactions may obscure interpretation of the measures,
(4) sample sizes may be small, and (5) opportunities to use
sophisticated measurement instrumentation may be limited.
Measurement of performance should not be made in the opera-
tional environment when it can be performed in the laboratory
or in simulation. Nevertheless, there are many circumstances
where operational measurement is most desirable despite limi-
tations on the measurement process.

INTRODUCTION

Assessment of human performance in an operational environment ("on the job") pre-
sents unique problems to the measurement specialist. In part, this is because
certain characteristics of the operational environment make accurate and reliable
measurement difficult, and also because there are almost an unlimited number of
different operational environments, each of which has its individual characteri.;-
Lics. Among such environments one finds, for example, those on board different
types of ships or submarines, in different types of aircraft, in ground control
centers, and in many different types of mainteaance organizations, both aboard ship
and ashore.

In may, if not most, iilitary organizations, personnel are not usually evaluatedi by
precise perfc;rmance measurement, hbt by use of subjective techniques such as chcck
lists or ratings, although there are exceptions where hands-on performance actions
are evaluated. Harris and Mackie (1962) report that a majority of performance
evaluations are made by subjective judgment. In some cases, performance measure-
ment is directed more toward total system or mission effectiveness, and individual
performance (whether correctly or not) receives less attention than that of the
team or the system. System performance is likely to be measured in terms of end
items produced, malfunctions corrected, or targets destroyed; team or crew perform-
ance is often evaluated either in terms of system performance criteria or in judged
efficiency of the team; and individual performance is usually graded by a supervisor
using a checklist, the criterion here being general performance effectiveness rather
than specific observed actions. Researchers requiring more precise measurement and
observation of interaction effects would in such cases need to set up additional
measurement procedures, if indeed this were feasible. Rabideau (1964) suggests
that measurements involving many data points and rigid control over variables will
be difficult to accomplish in a field setting.
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Clristonsen and Mills (1967) have pointed out that impressive differences exist

bctwcen actual operational conditions and those simulated in the laboratory or

training environment. Since many performance-related factors affecting measurement

iii the operational environment may not be present in tile laboratory environment, it
is usually assumed (Chiles, 1967; Christensen, 1 9 75 a; Christensen & Mills, 1967)
that a more accurate assessment of performance can be made on the job. There are,

however, both advantages and disadvantages to measurement in an operational envi-

ronmnt.

OPERATIONAL CHARACTERISTICS AFFECTIN( PERFORMtA.NCE MEASUREMENT

Some of the characteristics that differentiate the operational environment from the
nonoperational (e.g., laboratory, training school, or simulator) situation are as
follows:

1. Tile mission takes precedence over the measurement.

2. Nonprogrammed input contingencies are likely to occur; systems often

operate in a degraded mode.

3. System operation includes much subsystem interaction; human action is
reflected largely through team operations.

4. Opportunities for task replication are few.

5. Opportunities to use sophisticated instrumentation are limited.

6. Environmental and emotional factors differ from the nonoperational situa-

tion.

Fach of these characteristics will be described in terms of its implications for

human performance measurement. Ways in which problems inherent in these character-
istics may be overcome will be discussed.

Mission Takes Precedence Over the Measurement

Perhaps the most important operational characteristic to be considered is the fact
that the measurement expert often has little control over many variables important
to measurement of operator performance (Rabideau, 1964). The term "operator" as
used in this paper refers to any individual who performs system-required tasks,

whether the tasks involve tile operation or the maintenance of the system.

Such factors as the number of operators performing, the number of researchers or

observers required and allowed, restrictions on tile use of instrumentation, and
changes in work schedules or procedures are controlled by the Commanding Officer
(C.O.) or a delegated supervisor of the unit whose performance is being measured,

not by the measurement specialist. Thus, details of the organization's mission
or assignment to some extent shape the operation of ths measurement program, and

changes in the mission are likely to affect measurement procedures. The measure-
ment specialist has little control over the specific task, the total system
operation, or any environmental or mission variables. He often must measure uiob-
trusively, exercising care to avoid interfering with on-going work. As Rabideau
(1964) puts it, the investigator "is reduced to collecting data on various system
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inputs, outputs and intervening processes. Il short, he becomes an observer."

Lack of controls present problems for the researcher, some of which are:

1. Work schedules may be changed without notifying the researcher, thus

upsetting his sh-'dule and possibly causing him to lose measurement opportunities.

2. In some organizations, there is little time for operators to participate
in measurement projects during regular duty hours. This means that operators
may be co-opted for testing during their free time. This will probably cause
them to view the measurement process less favorably. This situation arises
primarily when special tests (e.g. paper and pencil) are required for the operator
and would not arise if observations were made of routine work.

3. Operators may not have been trained to perform their tasks in the most
efficient manner or in modes desired by the experimenter. There is little

likelihood of providing operators with supplemental training that will make
measurements more precise.

4. Measurement by observation alone may result in less precision than desired
and also requires additional measurement personnel. The opportunity to instrument
performance is often lacking.

5. Mission-related interruptions may occur during measurement data collection

and thus invalidate portions of the data.

6. Inability to control or manipulate the system variables causes prollems
not only during measurement data gathering, but also in interpretation of results.

The measurement specialist must expect such problems and take steps to overcome
them where possible. Since control of so many relevant factors lies with the C.O.,
it is obvious that maximum support by the C.O. is highly desirable and can lessen
these measurement problems. Prior to any test, efforts should be made to convinLc
management of the importance of the measurement project and the need for its
cooperation. Once the management has decided that the project is worthwhile,
cooperation of the operating crews will probably be good, since personnel usually
take their cues from their superiors. Cooperative operational personnel can be
extremely helpful in ironing out scheduling problems, providing the researcher
with equipment or operating information, and so forth.

Advance planning can do much to avoid or overcome problems. Anticipation of
constraints, such as restrictions to measurement by observation only, or with
only a limited number of operators available, can lead the measurement specialist

to develop measurement approaches to optimize results. In an operational setting,
the researcher must be prepared to modify his measurement plans and schedules to
coordinate with the activities and conditions of the organization. In making
such adjustments he must, of course, take care not to invalidate his results.

Nonprogrammed InputContingenc tes

Researchers must be alert to the effect of nonprogrammed events, such as system
malfunction or change in mission goals, upon the measurement program, since
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proedures may be altered or crew members shifted in duties without notice to

Lhe researcher. Rabideau (1964) mentions that the result of nonprogrammed events
nmy be new man-machine interfaces, procedures, and human performance requirements.

Fhe effect upon measurements of task interruptions or changes in system operation

are difficult to evaluate but must be considered when determining the reliability
or validity of the measurements.

If system operation is degraded, some part of the tasks may change from automatic
operation to manual, some personnel interactions may charge, procedures may be

altered because of missing inputs, and so forth.

Such nonprogramued occurrences are not, how ver, completely disadvantageous.

Pre.sumably they arise from genuine mission requirements and, therefore, reflect

the reality of system functioning. The researcher should be prepared to collect

data on these occurrences, their relation to changed system requirements, and
their effect on personnel performance. Moreover, they provide an opportunity

of identifying additional measurement needs not apparent in the laboratory

situation, such as the effects of stress and/or degraded system operation.

Thle disadvantages resulting from such occurrences are that measurements in progress

may be lost, measurement time may be lost by rescheduling, and operator morale may
be adversely affected. Also, if a degraded condition should continue, with re-
sulting considerable alteration of procedures or man-machine interactions, the

entire measurement project may have to be rescheduled.

Probably the only way to deal with problems brought about by non-programmed

,.'ve<ts is for the researcher to prepare himself for these in advance. It is

inlikely that he can change anything in the job situation, but if he understands
the system and its interactions and has planned to include alternative measurement
mothods in case of disruptions, he has a better chance of overcoming the problem.

Sjstem Operation Includes Much Subsystem Interaction

'len there are many man-machine and man-man interactions within a system, measure-

ment of individual performance becomes more difficult. Keenan (1965) lists the
interactions within a system as man-man interaction, interaction of system personnel

with the various system equipments, interaction of system personnel and the ambient

system conditions (e.g. illumination, sound, vibration, and temperature), and
interaction between system personnel and the system activities, procedures, and
doctrine. The performance of almost any task is probably affected by one or more

of these interactions. Moreover, the operator may interact with equipment and/or
pers.,nnel in more than one subsystem; therefore, in many cases it 0il be essential

to measure both the individual performance and the team, subsystem, or system

output or performance. Doubtless these interactions may have important effects
on i:ivasures of worker performance, although as Meister (1974) has noted, "It
cannot . . . be assumed that every variable influencing individual performance
will have a critical effect on the system." Failure to include all significant

system interactions in the measurement situation may, of course, reduce the validity

of the results.

Since human performance in complex systems is affected by these interactions,

measuring the performance of an individual operator in a laboratory, isolated
from interactions with other equipment and personnel, probably yields less valid

data than measurement in the operational situation. Since the operational
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environment is distinguished by such interactions, the researcher's failure to
measure them means that he has degraded his measurement to the level of the
laboratory.

As an example of multiple interactions, consider a shipboard Combat Information
Center (CIC). The CIC operator Is a part of so many different man-machine and
man-man interactions -- both internal and external -- that any measurement of his
performance must consider the effects of all significant interactions (e.g.,
communication with other operators, reading of displays on equipments other than
those he controls, etc.). Indeed, there may be so many interactions that it may
be difficult to establish the precise bounds of the tasks to be measured.

The larger the system, the more the number of observers and/or measuring instruments
required to cover personnel and interactions within the system. It may sometimes
be desirable, for example, to observe all members of a crew and all displayed
information simultaneously when system activity occurs.

It may also be difficult to isolate a specific task or factor. In large and
complex systems the effect of an operator's performance on system output may
be confused because of these multiple interactions. Nevertheless, wherever
possible an attempt should be made to isolate this effect, since the significance
of personnel performance will be obscure unless it is measured against mission
success. Because measuring performance in complex systems is not easy, it becomes
increasingly important for the measurement specialist to attempt to understand
every phase of the system operation. It may require much time and experience on
the part of the research team to obtain the understanding of the ship routines,
equipment functions, etc., necessary for efficient performance measurement planning.
Without this understanding, however, much time may be lost and results may suffcr.
In a report on evaluation of the Navy P-3 aircraft Pilot and Tactical Coordinator
operator performance, Matheny, Patterson, and Evans (1970) stress the importance of
such an understanding.

Opportunities For Task Replication Are Few

Sometimes, because of schedules, workload, or interruptions, it will not be possible
for the measurement specialist to get the desired number of repetitions of a cer-
tain task, thus lowering the validity of his conclusions. It may not be possible
to obtain adequate measurement of performance on some tasks in the operatiEnal en-
vironment because the tasks occur so infrequently or, as Christensen (1975
suggests, because of safety or cost consideration. Examples include the launch of
a nuclear weapon, the tracking of a Soviet submarine (in certain geographic areas),
and the use of emergency ejection procedures in an aircraft. Tasks such as these
can often be measured more efficiently in a simulator.

The number of operational personnel whose performance can be measured may also be
limited. In the most extreme case only one or two operators may be available for
measurement. How does one determine if their performance is representative of all
operators doing the same job? Or, suppose one has only one measurement each from
several operators. Even if the researcher Is fairly confident of the validity of
his data, the reliability of his results may be questionable because of a small
sample size.
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lhc re are ways in which the adequacy of such results may be improved. For example,
a p~inel of "experts" could be asked to judge whether the results appear to be a
reasonable representation of average or usual operator performance. Or, possibly,
the data may be -ombined with other related data to yield useful results. Of
course, such combination and interpretation of data must be done with care.

Nonetheless, although at times it may be possible to accumulate comparatively few
measurements of task performance, measurement under operational conditions will
still be more valid than the composite of many measurements made in the laboratory.
The initial decisions to be made by the researcher are (1) how important are opera-
tional factors to the performance to be measured, and (2) will testing in the
laboratory or a simulator yield data as satisfactory as those secured from the
operational environment?

Opportunities To Use Sophisticated Instrumentation Are Limited

Those accustomed to using laboratory instrumentation to measure such variables as
reaction time, error rate, and alertness level may be somewhat frustrated in many
operational settings because of reduced opportunities to instrument data collection.
Mobile timing and recording equipment are probably permitted in most organizations;
however, it is unlikely that the data collector will be allowed to connect such
+qtiipment to operating systems because of (1) possible interference with mission
Uperations, (2) the possibility of resultant equipment malfunctions or system errors,
(0) operator distrcction by the instrumentation, or (4) the system down time involved
in installation and checkout of the instrumentation. The restriction on instrumen-
t;ition means additional emphasis on observational methodology, and this in turn
pl>r.duces problems for the researcher.

-;ervational methodology is highly subjective and requires special precautions
it valid data are to be secured. The observer must be trained to observe the
p;itticular behaviors to be measured; his own performance as an observer must be
• ".' ;ured and calibrated. This may pose relatively little difficulty when the
')!i crved behaviors are relatively objective and discrete (e.g., control panel

k,,uration); more severe difficulties may arise when the behaviors are complex
'Wnd continuous (e.g., tracking). The observational burden increases the number of
high level data collection personnel needed; the later are often in short supply.
Although it may be possible to make use of operational personnel as observers of
their co-worker's performance, in most cases the researcher will have to provide
his own observers.

Any answer to these problems depends upon detailed planning of the measurement task.
As a minimum a comprehensive analysis will be required of the tasks to be measured,
operator interactions and machine events. These must be plotted as a function of
time. Training of observer personnel and practice in performing observations are
mandatory. Such planning will at least suggest the dimensions of the measurement
problem and ways of overcoming it.

Environmental And Emotional Factors

Environmental and emotional factors which impact the performance of operators on the
job are often not present In the laboratory or even in a highly realistic simulator.
These factors are often quite different from those in the laboratory or training
environment. Aboard ship, for example, there may be extremes of noise, vibration,
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temperature, and motion that are not usually ercoontered elsewhere. Performance
may change with variations in these environment.1 conditions.

Psychological factors are less stable in some operational settings. For (- XtlpI),

motivation and consequent productivity are likely Lo vary considerably with
differences in the conrmiand climate. On a ship or submarine, the operator's eiaire
"world" is different from his world ashore. Work and rest areas are often Crcn,,,Cd.
Morale will be low at times. Stress and work ptesures found in the work situation

may not exist in a training or simulator situation. 'he individual is working; for

a supervisor or crew leader whose approval is more necessary to him than that ot

the researcher. Because of mission requirements, the demand for faster or more

accurate performance will often be much greater thain in the research laboratory,
where there is usually no punishment or criticisrm for poor performance. It has

also been found (Chiles, 1971) that the worker tends to work harder at what he

considers more important tasks, and thus tasks; performed concurrently may show some

degradation. Surveillance by supervisors, a familiar environment in which to per-

form, and operator concern about the effects of his errors affect persounel purforr;-

ance, sometimes positively and sometimes negatively. These factors, often present

on the job, are not usually found when measuring in a laboratory setting. Ficishmain,

Levine, and Glickman (1973) state that "a person's motivation and general behavior
are likely to be different in test and work situations, and so are his apparent

reactions to stressful situations."

The operational environment is rich in behavioral impact because many factors that
may affect job performance are present: physical environment, equipment, crew
interactions, interruptions, supervisor pressures, psychological climate, and rLal
or imaginary dangers. Although it may be difficilt to obtain meaningful measures of
some of these variables, it is desirable for the researcher to judge the degree of
each pertinent factor present during a measur-ment study, because such data may

serve to explain otherwise discrepant findings and may be useful in comparing

results with those of other measurements.

Even in the operational setting, of course, observer presence and the visibility of
the measurement process may affect the operator performance. However, even with

this contamination, motivation and stress level should be more like that in a
"normal" job performance than would be the case in a laboratory or training situation.

Although laboratory measurement of performance using mockups or single items of

actual equipment (e.g., a console) may at times be necessary or desirable, the
operational factors described may not be present; thus, the performance measured

will not be truly generalizable to the operational work situation. Chiles (1967)

says that

When one attempts to answer questions about human performance as it occurs in

operational situations, one becomes painfully aware of the Inadequacies of
the extrapolations that must be made in attempting to apply research data to

the practical problems of the real world.
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,OVANTAGES AND DISADVANTACES OF THE OPERATIONAL ENVIRONMENT

Not all operator performance measurement should be performed in the field. Some
tasks may be so simple (e.g., sorting of records) that valid measurements may be
made effectively and with less effort or expense in a laboratory setting. With
other tasks it may be necessary, or more feasible, to measure the performance in
a simulator.

Even with the use of simulators, some operational factors affecting performance
may be missing. Some factors, such as extremes of motion, limited work areas,
or realistic mixes of noise and signal are extremely difficult to simulate
effectively, or are so expensive to simulate that decisions must be made as to
how important each increase in realism is. As has been suggested here and by
others (Christensen, 19 7 5b; Harris & Mackie, 1962; Rabideau, 1964), however, if
the task is complex, with many interactions, and the operational environment is
JUdged to greatly affect personnel performance, then measurements should be made
in the operational setting.

In measuring performance on the job, there is an opportunity of identifying
additional measurement needs and considerations which may be overlooked in the
Taoratory. System interaction effects also can be observed or measured.

Pifferences in personnel output are most readily seen and measured directly as
individual performance, but, when performance can be observed in operating systems,
thc significance of personnel outputs can be determined in terms of their effect
on overall subsystem or system output. In the end, of course, each measurement
problem must be considered individually in light of its measurement requirements,
the operational conditions that apply to that problem and the relative advantages
and disadvantages of the operational environment. Among factors to be considercd
are: How complex is the task? What are the personnel and system interactions?
That are the organizational and environmental conditions? What are the cost
considerations? How much realism is really necessary? If the answers to these
questions suggest operational measurement, detailed planning of the operational
measurement can begin. Among the elements to be included in that plan are the
following:

1. Efforts should be made to convince management (the Commanding Officer or
his staff) of the relevance of the project and the probable value of the results
to his organization and to the Navy. Concern for noninterference with the mission
should be emphasized. Such presentations should be made by the researcher in
person.

2. Before beginning the measurement program, efforts should be made to
establish rapport with the personnel to be observed or measured in order to
reduce any latent resistance or hostility toward "foreigners." The fact that
measurement will not adversely affect the personnel being studied should be
emphasized. Obviously, results will not be valid if workers are uncooperative.
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II

A knowledgeable naval officer (with as high a rank as possible) on the measurement
team will be very helpful in gaining acceptance by operational personnel. Personnel3 should be promised that they will receive feedback from the measurement.

3. Results and conclusions should be fed back in some simple and meaningful
form to the C.O. of the organization as soon as is feasible. This step may be
helpful in securing cooperation in the future, especially if some of the results
are immediately useful to the Navy.

4. Plans should be made in as much detail as possible to overcome expected
operational problems. Rabideau (1964) suggests that alternate plans be developed
to handle anticipated contingencies. What will be done, for example, when nonpro-
graummed contingencies occur, such as mission or weather changes, malfunctioning
equipment, or transfer of the worker to another task? How much extra time must
be allowed to secure the required number of subject or task replications? How
much additional analysis of the equipment, task, and system will be required at
the job location to be sure all tasks, crew interactions, etc., are considered?

When the potential effects of operational factors are analyzed in advance and
arrangements made to compensate for these when possible, and when all possible
steps are taken to secure necessary cooperation from all quarters, a well-designed
measurement study performed in the operational environment has an excellent chance
of yielding valid and -- what is more important -- useful results.
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THE HUMAN SIDE OF PERFORMANCE MEASUREMENT

Laurie A. Broedling
Navy Personnel Research and Development Center

San Diego, California

ABSTRACT

This paper deals with the "human" element in performance

measurement; that is, those considerations which make the

measurement of humans uniquely different from measuring

animals or mechanical devices. Described are three cate-

gories which pertain when the object being measured is

human: legal, ethical, and psychological. Within the
first two categories are various constraints on the pro-

cess of human performance measurement. Psychological

considerations include those aspects of the measurement

process which may affect people's attitudes and motivation,
in turn affecting their performance and productivity. Also

described are the considerations which pertain when humans

measure the peiformance of other humans. In such instances,
a social situation exists, and what occurs is discussed in

terms of current theories of social interaction and inter-

personal perception. The primary conclusion is that these

"human" elements in performance measurement are worthy of

much more consideration than they normally receive and,

in addition, that subjects frequently play an active
rather than passive role in the process.

In 1960 a landmark book was published called The Human Side of Enterprise, writ-

ten by Douglas McGregor. This book signalled a inajor shift in Interpretation of

the behavior of people at work. In essence, this shift was away from viewing

employees as reactive and toward viewing them as desirous of being proactive.

Prior theories of work motivation were of two major types: Frederick Taylor's

scientific management, which was predicated on the notion of inducing producti-

vity through economic rewards, and the human relations movement, which was pre-

dicated on the notion of inducing productivity through social rewards. Both

assumed people to be basically passive and resistant toward work; therefore,

management must induce, manipulate, or coerce employees into working hard.

McGregor instead suggested that human beings are basically proactive and will

take an active interest in their work, especially if given a chance to fulfill
higher order needs such as building self-esteem. He characterized the differtnce

between people being basically passive vs. active as Theory X vs. Theory Y.

This switch In emphasis has revolutionized the study of people in organizations,
including human performance measurement. Therefore, the title of McGregor's

book has been paraphrased as the title of this paper.

A simplified way of classifying performance measurement situations is Into four

cells, as shown In Figure 1. This paper is focused on the cell containing the X;
that is, sitl:ations in which (1) the performance being measured Is that of humans

as opposed to that of machines or animals, and (2) the measurement is being taken

by a human (who may be using some recording device) as opposed to a strictly

mechanical recording. This paper is !fvldod into two major sections. One section

contains the performance measurement 1, -ues which pertain when a human Is being
measured. The -econd section contains the issues which sp(ciFically pertain when
humans are mt-.,;uring humans.
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What is doing the
measuring

Non-

Human Human

What is being Human X
measured

Non-
Human

Figure 1. Classification of performance measurement
situations.

PERFORMANCE MEASUREMENT OF HUMANS

Mleasuring humans is qualitatively different from measuring animals or inanimate
objects because human awareness of being measured can significantly affect both
the process and the outcomes. This awareness has effects in three areas: Le'gal,
e.thical, and psychological. Legal considerations include those laws and ruls
which regulate how performance can be measured. Such regulations are usually
the result of objections raised by people measured in the past. Ethical consid-
<'rations are those which, while not codified into law, are commonly felt worth
Iserving in accordance with moral principles. Psychologi-al considerations
pertain to the effects which performance measurement has U- the mental state of
t;he people being measured; that is, on attitudes and motivation. Changes in
)[it itudes and motivation, in turn, can have strong effects on performance and
productivity. Ideally, one would like to use the process of performance measure-
rent as a positive force in productivity enhancement. At the very least, one
would like to ensure that the process of performance measurement has no v'gative
effects on productivity.

[el Considerations in Human Performance Measurement

Fhere are a number of existing regulations which constrain the process of human
performance measurement. Among the most important federal laws are the Privacy
Act, the Freedom of Information Act, the Civil Rights Act, and the Department
of Health, Education, and Welfare (HEW) guidelines on the protection of human
subjects.

The general intent of the Privacy Act is to restrict the types of information
which can be collected on individuals and to require a description of the pur-
poses of gathered information. With regard to research, the Privacy Act attempts
to provide the public with the opportunity for informed consent. The Act makes
it unlawful for federal agencies or contractors to maintain records on individuals
without the public being aware of the existence of such record systems. 'here-
fore, the existence of a system of personal records must be published in the
Federal Register. The applicability of the Act to the Navy is described in
SCNAV Instruction 5211.5. The Act also makes it possible for individuals to
see most of the records kept on them, including performance records. The Privacy
Act includes penalties against violation, including a maximum $5,000 fine.
Violhtions include (1) willfully disclosing individually identified information
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to anyone not entitled to see it, (2) not publishing in the Federal Register the
existence of a system of personal records, and (3) obtaining records under false
pretenses. The fine can be levied against anyone regardless of their institutional
affiliation; that is, collecting information as an employee of an organization is
no protection against individual liability. Since the provisions and applicability
of the Act are somewhat vague, people generally have been very conservative in
interpreting it. For example, some civil service supervisors have suspended
keeping critical incident lists of employee performance for appraisal purposes
in case such lists might be in violation of the Act. However, the Civil Service
Commission has issued an interpretation which says that supervisors' notes are
not necessarily agency records for purposes of the Privacy Act ("Supervisor's
Notes OK," 1976).

The general intent of the Freedom of Information Act is to increase the availabi-
lity of information on individuals. It requires that government agencies poblish
in the Federal Register the existence of many types of informatioi which they
have and to make such records available to any person requesting then. The
burden of proof for withholding information lies with the agency. Ironically,
then, the fundamental purposes of the Freedom of Information Act and the Privacy
Act are in conflict (Bryant and Hansen, 1q76).

Another relevant set of legal considerations pertains to the area of equal employ-
ment opportunity (EEO), which first took on importance with the enactment of Title
VII of the Civil Rights Act of 1964 (Beach, 1975). Prior to this legislation,
there were few restrictions on how employers hired or promoted people. The
Equal Employment Opportunity Commission (EEOC), established by Title VII, threw
up the first roadblocks by insisting that hiring and promotion decisions should
be based solely on measures which were empirically demonstrated to be related
to job performance. The landmark Supreme Court decision which backed up the
EEOC guidelines in this matter was the case of Griggs vs. Duke Power Company.
When this case was decided in 1971, Chief Justice Burger wrote, "What Congress
has commanded is that any tests used must measure the person for the job and
not the person in the abstract."

Since 1964, the legislation and guidelines pertaining to EEO have proliferated.
For example, age has also been specifically excluded as a basis for personnel
actions (Age Discrimination Act of 1967). Moreover, many characteristics cannot
be used which unduly discriminate against the hiring of minorities, even if there
is a demonstrated relationship to jcb performance (e.g., dishonorable military
discharge). With the passage of the Equal Employment Opportunity Act of 1972,
the coverage of Title VII was expanded to encompass many more employees (e.g.,
ones who work for state and local governments) and the Equal Opportunity Commis-
sion was given power to institute civil actions in federal courts to ensure
compliance with Title VII. With this proliferation of EEO legislation has come
a proliferation of confusion on the part of employers about what information
they can uise to take personnel actions. The courts have not helped clarify
matters and, if anything, have added to the confusion, with different courts
rendering seemingly contradictory decisions (Sharf, 1977).

One of the rpsults of these EEO developments has bee'n to significantly enhance
the importance of performa ce measurement. Because little reliance can now be
placed on demographic and background characteristics in tating personnel actions,
attention must be focused exclusively on job experience and work performance.
Thus, the need to develop good technology for performance measurement is more
pressing than ever before.
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1'nion regulations also can constrain the process of performance measurement,
although the specific stipulations vary from contract to contract. In general,
unions are opposed to the process of merit promotion and instead advocate pro-
otion based on seniority (Beach, 1975). Therefore, they tend to be wary of

individual performance measurement and try to keep it at a minimum. Not only

are unions concerned with the procedures for routine performance measurement,

but, ordinarily, they must also be consulted if a research study is being con-
ducted entailing performance measurement. Under existing Civil Service regulations,

the extent to which federal civil service unions have a voice in whether research
studies can be conducted on civil servants (all types of studies, performance
mrasurement .ncluded) is undetermined because no regulations specifically address

this poin, Consequently, in many instances, research projects have been re-

viewed by local union representatives and, in some instances, have been vetoed

by these officials. However, a change in Civil Service regulations has now been
proposed in order to clearly stipulate that decisions regarding the conduct of

research studies on civil servants is the exclusive right of management. The

g-anting of permission to do performance research on military personnel is a
c mmand prerogative. Whether military unionization would change this is a matter

of speculation but, given that civil service unions will probably not share this

pirerogative with management in the future, it is unlikely that a military union

would either.

The general intent of the HEW guidelines on the protection of human subjects is
to ensure that no abuses or damage occur to those people who serve as research

-ibjects. While the controversy which engendered these guidelines resulted from
ihuses in medical research such as experiments on fetuses, the guidelines pertain

to all research with human subjects, including psychological research. The rosult
',ls been that most institutions receiving federal research funds have set up com-

mittees to review ali proposed studies using human subjects in order to prevent

'Ibuse of the participants.

!-thical Considerations in Human Performance Measurement

il ical considerations are those which, while not codified into law, are dictated
:y common sense and by a general consensus of what is reasonable to do in measuring
performance. When these considerations are consistently violated by those who

mcasure performance, then laws usually are passed to formalize public protection.
The National Commission for the Protection of Human Subjects in Biomedical and

Iehavioral Research was formed in response to a widespread perception of incidents
of serious ethical abuses on the part of researchers. While the bulk of these

uses have occurred in the medical profession, psychology has by no means been
extempt. For example, in psychology's time-honored tradition of dusthowl empiricism,

a common approach to developing selection and advancement tests was to measure
;a many things as possible and then to determine which of them held up under
vwlidation and cross-validation. This entailed obtaining some information which
:i-emed to job applicants or employees to be either embarrassing, an invasion of

personal privacy, or without face validity. Examples include questions regarding

birth control practices, political opinions, and the use of lie detectors.

Miat Is ethical, of course, is a complex matter and varies with the time and the

situation (Beals, 1960). The two most frequently raised ethical issues pertaining
to studies of humans are the right to informed consent and the right to privacy

(Parsons, 1969). With respect to the right to informed consent, the issues are
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muddy (e.g., What constitutes being informed?). How can one inform children
or the mentally ill? How can the investigator avoid being persuasive and biasin
the individual's decision to participate? With respect to the protection of pri-
vacy, there is a need for a proper balance between the individual's right to
privacy and society's need for information on its members in order to formulate

useful social policies. Exactly where this balance is struck depends upon a
number of factors (Feldman, 1976). For example, when a society is threatened
or in a state of war, the balance will shift toward society's need for information
and away from individual rights.

The issue of ethics usually emphasizes the potential risks to the sULjects. What
is often overlooked is the other side of the coin: the opportunity for the volun-
teer to make a positive contribution to society. There is an inseparable relation-
ship between risk and progress. For example, new aircraft development would be
imrossible without people willing to take the risks of flying new, untested types.
Therefore, it may be just as unethical to deny people the right to take risks and
thus participate in the forward movement of civilization as it is to force them

to take unwarranted risks (Edsall, 1969).

Psvchological Considerations in Human Performance Measurement

Psychological consideraticns include the effects which performance measurement
has on employee feelings, attitudes, and performance. The fact that the object
being measured has feelings and attitudes which affect its behavior is what
qualitatively distinguishes the social sciences from the natural sciences. In
fact, the social sciences have come under intense attack for overlooking this
critical distinction and trying to model themselves after the natural sciences.
According to Moore and Anderson (1962), social scientists have frequently tried
predicting human behavior as if it were some inanimate process such as the
weather:

What seems frequently to be overlooked is that though
the weather is unlikely to change its character because
we have made a prediction about it, people, on the other
hand, are quite likely to change their behavior because
we have predicted that they will behave in such a way .
More to the point, it seems plausible to suppose that if
people are given a reasonably good theory, which enables
them to cope conceptually with a broad class of problems,
they will use it, and, in that respect, at least, alter
their . behavior. (pp. 237-238)

In other words, the "laws" of human behavior may actually change as a result of

people's awareness of what social scientists have found.

There are three major purposes for measuring performance: (1) to do research,
(2) to Inform and motivate employees to improve their job performance, and (3) to
decide on personnel actions, such as promotions or pay raises. These three can
be regarded as on a continuum, with research being the least thr(atening to the
person being measured because it has the least direct impa-t, and personnel actions
being the most threatening. Therefore, depending upon the reason for performance
measurement, the psychologIcal considerations differ.
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-:c'.a;,,r psy:hological considerations pertaining to research fall under what is
,ied reactivity to research. This topic area has been of intense interest to

psychologists in the last decade (Rosenthal ani Rosnow, 1969). The major conclu-
<on is that experimental results are often contaminated by the subjects' reactions

LO thu experimental situation. The most frequent form of reactivity is that the
suibject .omplies with the demand characteristics of the experiment. In other

,.,Ords, tile subject ascertains what the experimenter is trying to prove and acts
accordingly in order to he compliant or to be helpful. In addition, a subject
is more likely to behave in a socially acceptable manner when in an experiment.

1'o avoid the problems accompanying subjects' reactions to being measured, there
ljs been much interest in the use of unobtrusive measures--where subjects are

unaware they are being studied (Webb, Campbell, Schwartz, and Sechrest, 1966).
Despite the methodological advantage of unobtrusive measures, however, their

use raises delicate legal and ethical issues.

The major psychological considerations in informing and motivating employees to

do a better job revolve around the giving of feedback. Despite the self-evident
ipmportance of feedback, application of feedback principles has been surprisingly

neglected in the world of work (Mosel, 1961). On the feedback issue, it is the

,: otvation component that distinguishes measurement of humans from measurement

of inanimate objects. The efficacy of a feedback loop to assist a mechanical

device in improving its performance must be evaluated only in terms of the

ietKdback's informational component. In the case of humans, however, the feed-
ick loop must be evaluated not only in terms of the usefulness of its informa-

tion but also in terms of its impact on the person's motivation to perform.

knfortunately, sometimes feedback with high informational value has negative

,Ifects on motivation. This situation is most likely to exist when a person is

First learning a skill. Early in the learning process people tend to make fre-

(luent mistakes, yet this is the period when they are most likely to need the
a icouragement of knowing that they are doing some things correctly. Therefore,

iL this point it is more important to feed back information about correct re-

s pnses and to deemphasize feedback about errors (Mosel, 1961). Moreover, in
y-neral, criticism is not an effective motivator (Mosel, 1961; Meyer, Kay, and

Yrtach, 1965). One of the mistakes most frequently made by supervisors is to
Jliscuss the employee's weaknesses and shortcomings; instead, the supervisor

should work to build on the employee's strengths (Rogers, 1975). The develop-
c cnt of behaviorally based performance appraisal methods are one effective way

to give feedback (Kearney, 1976). These are methods which focus (i) on an

employee's behaviors and do not address personality traits, and (2) on behaviors
which are under the individual's control. The latter is important because many

factors which restrict productivity are environmental ones which the employee
cannot modifv.

The third reason for performance measurement is to take personnel actions. This

area is the most threatening to the employee because personnel actions can impact
on the employee's self-concept and on his or her image among coworkers. Consequently,

the effects on the employee's motivation and performance can be drastic.

nfortunately, in most organizations, the performance appraisal program entails

giving the employee feedback about job performance and taking personnel actions

at the same time, usually in an annual appraisal session. This attempt to kill

two birds with one stone usually means neither purpose is well-satisfied (Kearney,
1976). Mustafa (1969) has recommended that the Civil Service Commission encourage
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agencies to use the required formal appraisal process only for taking personnel
actions and to design other, independent means for counseling and developing
employees. Research has shown that when both .teps are taken simultaneously,

tthe employee listens only for the personnel actlons (e.g., pay raises, awards,
etc.) and pays little or no attention to the performance counseling aspects
(Meyer, Kay, and French, 1965). Therefore, personnel actions should be clearly
separated in time from feedback sessions. This separation is even more critical
in today's climote of shrinking opportunities ior promotion, a situation which
is particularly acute in the federal gcvecrnmnt. Because of the past extcisive-
ness of promotion opportunities, many employees still equate development and
performance improvement with eligibility for promotion. Unfortunately, ii, the
present climate of austerity, this is simply no longer the case. One way of
dealing with unrealistic employee expectations in these matters is to clearlx
separate, both in time and in method, actions taken to decide on promotions.
lay-offs, pay raises, etc., from actions taken to coach employees on their job
performance.

Another reason for separating the feedback comrponent from the official evaluation
component in the federal government is relattd to the poor quality of the latter.
For both civil servants and military, the ratings given simply do not discriminate
among different qualities of performance. In the case of civil servants, almost
everyone is "satisfactory," while in the case of military personnel, almost
everyone is "excellent" or "outstanding." Since this administrative rating pro-
cess is considered farcical by most people involved, it is a mistake to expect
employees to pay attention to performance counsel ing which is given as part and
parcel of this process. While some counseling is required as part of the rating
process, it is best for supervisors to take some other time to accomp~lish mean-
ingful performance counseling.

A relatively new concept relevant to performince measurement for personnel action
purposes is Human Resource Accounting (IRA). HRA is a method for measuring and
quantifying employees' value to the organization. Traditional accounting pro-
cedures tteat human resources as an expense and record only nonhuman investments.
HRA conslders some aspects of human resources as assets and supplements conven-
tional financial statements with the changes in net worth of the human resources
over the accounting period. HRA makes it possible for management to actually do
something about their favorite statement, "Our people are our most important
asset." HRA makes intuitive sense as well. An organization's human resources
can be quickly dissipated by a hard line manager who exacts productivity by any
means. A financial statement which mirrors only direct productivity and non-
human investments will not accurately reflect what is happening in such an
organization: employees' morale and organizational commitment will be dropping,
ultimately resulting in (1) the loss of people with valuable experience and
expensive training, and (2) a drop in productivity.

In an HRA system, good methods of performance measurement become very important.
Some rather detailed procedures have been worked out for HRA (Flamholtz, 1974).
However, in spite of the available techniques to do HRA, it has not been used
extensively. Only one full-scale use has bken made in industry by the R. G.
Barry Corporation. TLere has been some resistance to the cost of carrying out
HRA. There has also been resistance to the Idea of placing a dollar figure on
an individual's worth. Along the same lines, there could be potentially demoti-
vating effects if e.mployces knew what their net wurth was to the organization.
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Presumably, under the Freedom of Information Act, such information would be
accessible to employees. Possibly, HRA will be more accepted if it is carried
out on groups but not on individuals.

1U:A may find a particularly sympathetic audience in the military due to the mili-
tary emphasis on evaluating organizational improvement primarily in terms of
"hard" indicators, such as productivity or readiness indices. Anything "soft,"
such as morale, is viewed as suspect because the nature of its impact on readiness
or productivity has not been quantified. To the extent that HRA methods convert
these "soft" indicators into dollars and cents cost projections of impact, they
will probably be seen as highly useful by military management. One need here is
to determine exactly what constitutes desirable long-range impact or outcomes for
tie Navy. Along these lines, a preliminary attempt has been made to develop a
pwrsonnel status index for the Navy (Borman and Dunnette, 1974). Using a policy-
capturing method with Navy officers, three components were important indicators:
retention rate, discipline, and readiness.

,*:ther psychological consideration in human performance measurement has been
touched on above--whether to take measurements on an individual basis, on a
group basis, or on an organizational basis. There are advantages and disadvantages
to each. Some of the disadvantages to individual measurement have already been
described, such as subject reactivity or threats to the subject's self-concept.
,'.reover, unions are generally staunchly opposed to management maintaining indi-
vidual performance records, especially if there is any chance that such records
.1'ill be used for performance appraisal. Advantages include that it is usually
osier from a technical point of view to devise meaningful performance measures
",r individuals than for groups. Another option is to take individual measure-

'-cnts but then aggregate the measures into group scores and discard the individual
ata. An advantage of taking direct group performance measures, rather than
ggregating individual measures, is that oftentimes, in a Gestaltist way, a

.zroup performance is something other than the simple sum of individual performances.
i', r example, in a group consisting of several high achievers but in which only
limited individual recognition is available, each person's output might be high,
1,.t their attempts to undercut one another to gain the limelight might result in
poor group output. When measuring the performance of groups or of organizations,
the relevant concept is organizational effectiveness. One of the biggest pro-
blems in measuring organizational effectiveness is in obtaining accurate, quanti-
tative records of group output. Rarely do accurate records exist as part of ongoing
reporting systems in organizations (Campbell, Bownas, Peterson, and Dunnette, 1974),
partly because the people who report the data know that the data will be used to
evaluate them and their group. Consequently, performance data submitted to
management information systems are almost always to some extent manipulated to

ccnform to the expectations of management.

Another psychological consideration in human performance measurement is the
effect of volunteerism. Since it is rarely feasible to measure the entire popu-
lation, a sample must be taken. Unless one has complete power over drawing the
sample (which is an unusual case indeed), the composition of the sample will be
affected by the propensity of people to volunteer. Volunteerism can create a
seriously biased sample because people who agree to participate frequently differ
from those who do not (Rosenthal and Rosnow, 1974). The extent to which the
volunteerism factor creates a bias in the results varies from situation to
situation and, unfortunately, cannot easily be predicted in advance. Research
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on volunteering for psychological experiments, for example, has revealed that

the type of experiment (Martin and Marcuse, 1958), the alternatives to partici-
pating (Blake, Berkowitz, Bellamy, and Mouton, 1956), and the reaction of others
to the request (Blake and Rosenbaum, 1955) are all important situational factors
related to volunteering. The advent of the Privacy Act has made volunteerism
an even more salient factor: when there is no legal basis on which to force
participation, the voluntary nature of the information request must be clearly
addressed in the Privacy Act Statement.

Another factor likely to affect the representativeness of the sample is the phy-
sical situation in which the measures are taken. Situations can be classified

on a continuum from artificial to real-world. An intermediary position on this
continuum is measuring people while they are in a training situation or in a
simulation of their work environment. People's attitudes have a great deal to

do with the difference in performance data obtained in these different situations.
In general, people tend to be less threatened and more likely to volunteer, the
farther removed the performance situation is from their operational work situation.

Also, it is easy to control measures taken in anartificial situation, creating
high internal validity, but frequently such measures reflect little about per-
formance in the real world where people contend with real-world pressures and
real-world distractions. Therefore, artificial situations usually have low ex-
ternal validity. Choice of the situation in which to take performance measures
should therefore be dictated by one's purpose. If one is interested in knowing
people's potential for optimal performance and the factors which facilitate or
degrade it, then an artificial, laboratory situation would be appropriate. If,

however, one is interested in understanding people's everyday work behavior,
then measuring them in their operational work setting is preferable.

Up until this point this paper has dealt with the problems associated with doing
performance measurement on humans, including the possibility of degrading per-
formance by negative ift pact on people's feelings and attitudes. On the other

side of the coin is tne possibility of enhancing human performance through posi-
tive impact on people's feelings and attitudes. Such a possibility was probably
first noted with the discovery of the Hawthorne Effect, which is an increase in

performance as a result of employees being aware of their being studied. In
other words, it is possible to use the process of performance measurement as a
motivating device. Douglas McGregor's (1960) Ideas had substantial impact here.
He believed that if feedback about successful task accomplishment were given to
employees, this would enhance their self-esteem and increase their motivation.
Prior to McGregor's suggestion, tile most commonly held theory of organizational

behavior was that motivation causes good performance. However, since McGregor's
suggestion, empirical evidence has been accumulating that the reverse is more
often the case; that is, good performance causes motivation. Following his own
rationale, McCregor developed the concept of Management by Objectives (MBO), which
has the following advantages peculiarly suited to performance measurement of
humans: (1) discussion is limited to output and does not deal with the employee's
personality or other traits, (2) discussion is directed toward what can be accomp-
lished in the future and does not dwell on what was not accomplished in the past,

and (3) the system is designed to provide the employee (and the supervisor) with
feedback on task accomplishment.

Another outgrowth of McGregor's work was the concept of the Scanlon Plan, which

Is a scheme to equitably share profits which result from Increases in employee
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productivity. In MBO, the reinforcers are primarily intrinsic, while in a Scanlon
Plan they are primarily extrinsic. Accurate performance measurement is an essential
component since one must be able to assess increases in productivity and to know
what part of the organization is responsible for them. There are presently more
than 100 Scanlon Plans in operation around the U. S., and there seems to be a
recent resurgence of interest in their use (Tracy, 1977).

The use of feedback from performance measurement to enhance motivation and pro-
ductivity is beginning to receive increased attention with the recent advent of
a behavior modification movement within organizational psychology ("At Emery Air
Freight: Positive Reinforcement Boosts Performance," 1973; Luthans and Kreitner,
1975; Nord, 1969). This movement is based on Skinnerian principles of operant
conditioning. Also, it utilizes positive rather than negative reinforcement.
While external reinforcement such as praise from the supervisor is used at the
outset, the crux of the program is to restructure jobs so that immediate feed-
back is provided to the employee directly from job performance itself. Eventually,
the feedback component becomes the primary motivator, especially as the employee
becomes skilled at the job. Some impressive increases in productivity and de-
creases in absenteeism have ensued as a result of such programs (Nord, 1970),
and the popularity of this approach is increasing.

PERFORMANCE MEASUREMENT OF HUMANS BY HUMANS

The significance of humans measuring the performance of other humans lies in the
fact that it is a social situation. Consequently, interpersonal dynamics come
into play. Again, it is useful to distinguish in terms of the purpose of the
performance measurement: research, feedback, or appraisal.

In the case of research, the social interaction aspects are usually at a minimum.
Ordinarily, the researcher has no previous acquaintance with the subjects, is
from an outside organization, and will have no future social relationship with
the subjects. At the other end of the continuum, in performance appraisal, the
person doing the measuring is usually the subject's immediate supervisor. There-
fore, a permanent, intimate social relationship exists between the two people
involved. Since the supervisor is dependent upon the subordinate to do the re-
quired work, supervisors are understandably reluctant to say or do anything during
an appraisal to alienate the subordinate. Hence the ubiquitous "vanishing per-
formance appraisal syndrome" (Porter, Lawler, and Hackman, 1975) in which, when
supervisors are asked, they report appraisal, feedback, and counseling sessions
with subordinates, and when their subordinates are asked, they report having
received no such sessions. Even when a formal appraisal session is required,
it is frequently perfunctory and brief due to both parties' discomfort in the
situation.

Volunteerism, which was addressed earlier, is also affected by the relationship
between the person doing the measuring and the pers,,n who is considering volunteering.
Since a personal, face-to-face relationship is not ordinarily established until
after the individual has already volunteered, the individual's decision to volun-
teer is usually based on attitudes toward the institution or group doing the
measuring. One major factor is whether the measuring group is internil or ex-
ternal to the organization. There are a number of issues pertaining to whether
it is preferable to use an internal or external group (Huse, 1975). An internal
group may be perceived as more threatening than an external group. On the other
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hand, an internal group may be more well-received due to their insiders' under-

standing of the work conditions and problems affecting job performance. Volunteer-
ism can also be understood in terms of social exchange theory. This theory
characterizes all relationships in terms of what is exchanged between the parties.
In the case of performance measurement, the subject exchanges cooperation for
whatever the measurer has Le offer, including approval, payment, satisfaction of
an organizational requirement, etc. In order for an exchange to take place (i.e.,
true cooperation on the part of both sides), both parties must feel that they
have obtained something which is roughly of comparable value to what they have
given. Another factor for the measurer to keep in mind is that of equity; namely,
that people expect to be rewarded equally to their peers for equivalent amounts of
cooperation.

A very important characteristic of situations in which people are doing the
measuring is that they set up measurement situations according to their expecta-
tions about performance. Here again, McGregor's ideas have been influential.
McGregor was one of the first to point out that organizations are designed not
around what subordinates are actually like but what managers think subordinates
are like. Consequently, employee potential for performance can be severely
restricted by managers who design jobs with the attitude that employees have
relatively low ability and/or motivation. Similarly, performance in experiments
can be constrained due to the experimenter's assumptions about the subjects'
performance potential. Not only can performance be physically constrained by
job or experimental design, it can also be psychologically constrained because

the supervisor/experimenter implicitly communicates expectations to the indivi-
dual regarding that person's performance potential. In true self-fulfilling
prophecy style, the individual is likely to act accordingly.

Another factor associated with situations in which humans are doing the measuring
is that humans invariably interpret the data, while mechanical recording devices
do not. The extent to which the data themselves are affected is a direct function

of how subjective the measures are. Even after the measures are taken, however,
an interpretation occurs to explain the "why" of performance. According to ex-
pectancy theory (Vroom, 1964), for example, performance is a multiplicative
function of motivation and ability. If performance is low, it could be a result
of low motivation, ability, or both. The measurer is likely to make a judgment

as to which are the contributing factors, and this judgment is again likely to
be implicitly communicated to the employee, which, in turn, can affect performance.
This judgment is partly formed on the basis of past knowledge of the employee
or similar employees and partly on the basis of attribution. Attribution is
the process of inferring the reason for the behavior of others on the basis of
the reasons for one's own behavior in similar situations. For example, if you
find a certain task boring, you are likely to assume that others find it boring
also. Therefore, if someone does the task poorly, you are likely to assume that
it is due to a lack of motivation rather than a lack of ability. The more am-
biguous the performance (e.g., leadership), the more the attribution process
comes into play.

CONCLUSION

It is approaching 20 years time since Douglas McGregor wrote The Human Side of
Enterprise (1960). While his ideas had a profound impact at the time of publi-
cation, rather than fading in influence as have so many others, his Ideas have
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become progressively more influential. The importance of attending to the
"human side" of performance measurement is but one example.

Measuring the performance of humans certainly presents a number of difficulties
not encountered in the measurement of nonhumans. Those who measure human per-
formance usually focus on the existence of these difficulties, ignoring the
bright side of human performance measurement. The bright side is that there
are immense possibilities for improving human performance through the measurement
process. Such possibilities are limited primarily by one's assumptions about
other people and by one's imagination.
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THE STRATEGY OF PERFORMANC E MEASUREMENT

David Meister
Navy Personnel Research a:id r).velopment Center

San Diego, Calif.,rnia

ABSTRACT

Human performance measurement strategy is conceptualized

as a series of questions the investigator should ask about

11 variables inherent in measurement. These variables are

discussed in terms of their impact on measurement efficiency.

INTRODUCTION

It is easier to say what a strategy of performance measurement is not than what

it is. It is definitely not a novel experimental design or statistical technique.
It is not a formal step-by-step procedure. It is, however, a logical process,

requiring analysis of the variables inherent in performance measurement and

answers to questions posed by these variables. The purpose of this paper is to

describe these variables and their implications for measurement.

Before beginning this discussion, however, it is necessary to define our concept

of performance measurement. This may differ from views of other measurement
specialists because of its pragmatism and its orientation around the concept of

the man-machine system.

Without going into any detail about man-machine system assumptions (the author

has expressed his views on this topic in his recent book, Meister, 1976), it is

necessary to make the following statements. The measurement described in this

paper is focussed on human accomplishment of a total task or job performed in a

work environment. The totality of performance measurement, as described in the

behavioral literature, obviously encompasses much more than this. Laboratory

studies of part-tasks or functions such as tests of visual discrimination or

simple motor processes like bar-pressing, are outside of our ken. Likewise,

the use of written tests, interviews and rating scales to determine personnel

capability, i.e., aptitudes and knowledges, is not of interest here because

aptitudes and knowledges, although necessary for the accomplishment of tasks,
are not isomorphic with these tasks. Non-performance methods can and must be

used in a performance context to help explain variations in performance, but

our concern is with the performance itself.

Performance measurement is viewed as an effort to determine whether the required,
desired or anticipated performance of system personnel--those who operate and

maintain a system--satisfies the requirements of the system and/or the antici-
pations of the system developer or user. Every activity organized around and

directed at achieving a specified purpose can be corsidered a system. Thus, an
"A," "B" or "C" school (and, for that matter, the total Navy training organization)

is a system; a ship is a system; an aircraft is a system; the Combat Information

Center (CIC) aboard ship is a system--albeit at a lower level than that of the

ship of which it is a part.

277 khECd14 iO P k mmiw 4,0T 71 '



I'he size of the unit whose personnel performance is being measured is not at

issue here; it may vary from the single operator/console combination to an entire

ship's complement or, for that matter, the Navy's entire training establishment.

Obviously the size of the unit hasserious implications for measurement (see
variable 2 below), but the significance of the system concept for performance

measurement is that the purpose for which a system was developed implies perform-
ance requirements; the need to measure derives from the need to determine whether

system performance in fact satisfies these requirements. The personnel performance
being measured is that of humans working in the system to accomplish the system

purpose. The goal of the measurement is performance evaluation. The system

produces an output or accomplishes a mission; that output or accomplishment can

be used as a measure of the efficiency of the total system and as a means of
determining the contribution of system personnel to system efficiency. This

framework differentiates our concerns from those of researchers who collect

data on personnel performing in non-task-oriented groups.

Moreover, we are not concerned in this paper with measurement specifically and
solely for research purposes (although research information may be gathered
incidental to our main goal). Performance measurement for research purposes

may or may not utilize a system context (although it is our feeling that it

should); but it is not evaluative because it is not concerned with a system

purpose. Nor are we concerned with the gathering of normative (e.g., census)

data, although such data inevitably fall out of the measurement process.

The systems to which we refer are military systems. There is no reason, however,

why the measurement strategy described would not be applicable to non-military

systems, such as commercial/industrial ones--automobiles or commercial aircraft

--or governmental social-benefit systems like hospitals, universities or water

distribution networks. The latter also fit our system definition and are

developed to accomplish a purpose.

The major difference between military and non-military systems with regard to

measurement is that the purposes for which non-military systems were developed

do not impose as stringent requirements on their personnel. In addition, non-

military systems presumably create a benefit for their clients who will not make
use of the systems unless their satisfaction is sufficiently enhanced. From a

performance measurement standpoint the purpose of non-military systems is to

achieve a desired (rather than a required) state of affairs. Moreover, that
purpose must include the anticipated benefit to clients.

What is being measured is in all cases personnel performance. However, person-

nel performance may not be the ultimate purpose of the measurement. In many

cases personnel performance is measured to evaluate the adequacy of a system,
a product or a procedure because only in this way can a satisfactory test of

these be made. Only when one is measuring to determine personnel capab t
(can individuals do their jobs?) is personnel performance of direct interest

to the tester.

At first glance therefore the performance measurement paradigm required by the
system orientation is quite simple. The question to be answered is: does the

performance of the system (and more particularly of its personnel, the indivi-
dual operator, team or groups of teams) satisfy a (system) req,'irement ]evied

on them? The question implies a comparison between (1) actual and (2) required
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I
or desired performance; either the subject of the comparison satisfies the
requirement or it does not. (Although see variable 9, Experimental Design,
below.)

Such a straightforward comparison is of course overly simplistic. The vari-
ables implicit in the measurement process make the comparison in many cases
very complex and difficult. To describe a performance measurement strategy
requires therefore an examination of these variables which are listed below.

Variable Short Title

1. Subject of the performance measurement. Subject

2. Number of personnel whose performance
is to be measured. Number

3. Measurement environment. Environment

4. Purpose of the measurement. Purpose

5. Measurement questions to be answered. Questions

6. Performance criteria. Criteria

7. Performance measures. Measures

8. Measurement devices. Devices

9. Experimental design of the measurement. Design

10. Relevancy Relevancy

11. Characteristics of personnel being measured. Sample

One can list other variables that affect the performance measurement process,
such as the characteristics of the system in which personnel will perform, but
the ones described here are considered to be most important.

The author may be criticized for ignoring statistical questions, but in the
framework he has postulated for performance measurement elaborate statistical
designs are usually unnecessary or difficult to implement. If the comparison
paradigm is valid, then statistical comparison of actual performance with that
required will make use of conventional statistics such as analysis of variance,
Student's "t" or Chi-square. (This is not to say of course that there are no
occasions when sophisticated statistical designs are required and certainly
performance measurement in a research framework may demand elaborate statistical

designs. Even in the latter case, however, research requirements must fit within
the constraints imposed by the manner in which the system normally functions.
For example, the system may impose a particular order of presenting stimulus
inputs. In a purely research context the investigator may wish to counter-
balance order of presentation in order to avoid possible contamination effects
resulting from a fixed order, but this may not be possible In a system measure-
ment framework without violating the inherent logic of system functioning.)

SUBJECT

The system has three major elements: the machine, the man and the system which

includes both of them (as well as other elements such as the environment).
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'Ise(Juently there are three sources of performance data: the equipment, the

human and the subsystem or system, the last two including the interactive outputs

of both the equipment and the human.

The behavioral technolngist is not interested in measuring equipment performance

per se (that is the engineer's responsibility), but he is concerned about differ-

entiating between the effect of the human and that of the equipment on system

output. The system output is the criterion of the success of the system and

the effectiveness of any system element must therefore be judged in relation to

that output. However, since the system output commingles both operator and

machine inputs, in order to determine operator effectiveness in relation to that

output, the former must be differentiated from machine contributions.

For example, bombing accuracy (given that one has arrived over the target) is an
output largely determined by two primary factors: the resolution of the bombsight

and the aiming (perceptual) accuracy of the bombadier. If actual bombing accuracy
(the system output) is iX meters (CEP), what is the relative contribution of

bombsight resolution (equipment contribution) and bombadier accuracy (human
contribution)? If achieved bombing accuracy is inadequate, should the bombsight

mechanism be improved or should one concentrate on bombadier accuracy? Or both?

It is of course easier to talk about differentiating human from equipment con-

tributions to system output than it is to make the distinction in actual practice.

This is because of the very intimate relationship in complex systems between
man a-nd machine, particularly where perceptual and cognitive tasks are involved.
Ideally one should determine machine performance capabilities (unaffected by

human performance) in advance of system functioning (like boresighting a rifle
to determine its inherent error), but this may be quite difficult and the investi-

gator may have to rely on less satisfactory post hoc analyses. If the experimental

design for performance testing permits (which is only infrequently) one might

consider doing a multiple regression analysis to determine the percentage of
variance accounted for by each factor. The differentiation must be attempted

because it is inherent in the concept of performance measurement in a man-machine

system framework.

Because system elements (e.g., man, machine, environment) differ from each other

and from the total system output, it is necessary to ask what the performance
relationship is among the system elements and between the elements and the total

system. This is not merely a matter of research curiosity. It is not enough

to be able to say that operator or team performance satisfies (or fails to
satisfy) requirements. One must go further to determine whether satisfying or

failing to satisfy requirements has any effect on the system as a whole. Because

if a particular human performance does not seriously affect system output, who
cares about it (except from a pure research standpoint)?

(It might be objected that the very fact that a requirement for some human per-

formance exists demonstrates that that performance is significant to system

functioning. It may be argued that all actions required by a system (so defined
by being specified in a procedure) are ipso facto necessary, since otherwise why

would they be specified? If necessary, then, their absence or failure to be

accomplished satisfactorily would cripple the system. Realistically, however,
certain actions may be required without being very important, since there is

enough "slop" in most systems to permit these systems to function even when

actions are inadequately performed or even not performed at all.
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The determination that a human performance meets or fails to meet a certain
standard is of course important in its own right. However, without knowing
the effect that performance has on the system output, it is impossible to

determine whether it is worthwhile to remedy a failure to meet the standard;

in other words, whether one should expend resources to remedy a performance

deficiency or, rather, the cause of that dificiency. In system testing one
commonly finds a certain number of personnel performance inadequacies (i.e.,
failures to meet standard). The question then arises how this deficiency

should be remedied. Since resources are always limited, only those deficienciks

that are important to adequate system functioning will be allocated corrective
resources. The author recalls that in the Atlas Intercontinental Ballistic

Missile Operational System Test program every human performance deficiency
had to be justified before corrective action was taken (Peters and Hall, 1903.;

and many corrective recommendations were rejected because they did not seem

sufficiently important. This is still common Fractice in all system testing.

In the days of Atlas system testing the judgment of deficiency importance was

made intuitively, on the basis of "common sense," because investigators had no

way of evaluating quantitatively the impact of that deficiency on overall

system functioning. And so it continues to the present day--a very unsatisfactory
procedure because it means that potentially serious human performance deficiencies

may receive inadequate attention if conservative project managers or operational
personnel cannot be convinced that a behavioral deficiency is really important.

Determination of the human contribution to system performance means that the

behavioral technologist must correlate human performance variability with system

output variability. As a purely hypothetical example, if one were to plot the
range at which initial ASW sonar detection is made against the accuracy of
depth charge attacks, a high correlation might be found. This would suggest

that detection range has a significant effect on system performance and that

efforts be made to improve that detection range, either by providing more

training to sonarmen or improving sonar resolution.

There is of course always the danger that little or no relationship may be found

between the human and the system output. Although the measurement specialist

has a tendency to believe that all human outputs are very important, his point
of view may be biased. Alternatively, the system output measure selected (and

in any complex system there will be more than one) may be inappropriate or per-

haps too molar to permit the relationship with human performance to manifest

itself strongly. Again, it is possible that a relationship between detection
range and depth charge accuracy actually exists, but is "buffered" by intervening

system processes. By buffering is meant that the inadequacies of intervening
system processes (e.g., plotting target position, delays in firing) may combine

to reduce the direct effect of initial detection range. All of these possibilities

may make it difficult to secure a significant direct relationship between a
particular human performance and the system output. Nevertheless, the effort
must be made.

In any system therefore one's performance measurement must include Individual

operator or team (i.e., human outputs) and the overall subsystem or system
(system outputs). This requirement has several implications:

(1) It is necessary to measure overall system output as well as the human

outputs contributing to the former.
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(z) It is necessary to distinguish between the relative contributions of
m~m and machine to that system output.

(3) It is necessary to "play" the human performance contribution against
the system output to determine if variations in human performance produce vari-

at ions in system output.

NUMBER

This variable describes the number of personnel whose performance one is measuring.
The continuum here ranges from the individual operator to the total complement

of a ship, an aircraft, a regiment.

It should be obvious that it is easier to measure the performance of the indivi-

dual operator than that of a team or subsystem consisting of many personnel.

Easiest to handle is the individual because one can deal with him "one on one."

(For that reason, most behavioral research literature deals with single operator/

equipment combinations.) If his performance is being observed, a single observer
will probably suffice. As the size of the team increases, the number of observ-

ers must be increased. (This is not necessarily true of instrumentation devices;
the relationship between unit size and instrumentation complexity is not

necessarily linear. A single equipment can record team communications as well

as it does those of an individual operator.) At its extreme, as for example in
the measurement of an entire ship's complement, the number of observers becomes

excessive; for example, in the recent OPEVAL of the LHA-l (TARAWA) 91 observers

were required.

The logistics of performance measurement is only one, and that the least diffi-

cult, of the problems encountered as one moves from the individual to the team

to the subsystem/s~stem. Far more important is the fact that as soon as one
deals with a team one must consider measurement of the interactions among team

personnel. It might be supposed that all one has to do to determine whether a

team meets standard is to measure the overall team output. However, the situa-

tion here is entirely parallel to the relationship between the individual

operator and the system output. If team performance does not meet standard,

it becomes necessary to find out why (in particular, the team member or members

whose performance contributes to the inadequacy of the team output). This

requires that the performance of each member of the team be measured (as well
as that of the team as a whole) and also the interactions between team members,
because the source of the inadequacy may be in those interactions.

Other problems arise in a team situation. It has been pointed out (Glaser, 1955)

that it may be difficult to determine the boundaries of the team (in other words.

those individuals and performances to include in the team being observed).

This is perhaps less important than the fact that as the team becomes larger,

the number of functions it performs ordinarily increases. An intensive analysis

may be necessary to identify those functions that represent team interaction.

Since there may be more functions to he measured than one has resources, it may

becnme necessary to determine which functions are most important and to concen-

trate on these.

One sees this most clearly at the system level. At that level (e.g., the ship
as a whole) certain variables which would be of minor importance for the indivi-
dual operator may become tremendously important. For example, equipment

maintenance effectiveness which plays a minor role for the individual operator
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(unless he is specifically also a maintenance man) is a crucial parameter fcr
the ship, since it determines (at least partially) its operational readiness
and availability. These new variables may demand not only additional resourccs

but new measurement methods. Measures appropriate at a lower (e.g., individual
operator) level may not be appropriate at a higher (e.g., subsystem) level.

For example, the operator's accuracy in operating a joystick may be too mok- 111.1
in measuring the performance of a large command/control subsystem like NTDS.

From a strategy standpoint therefore it becomes necessary to examine the persin-
nel whose performance is being measured in terms of their number and level in

the system. It requires also a consideration of the variables and :,nct ns

pertinent t' and the measurement methods appropriate to that level. As The

size of the measurement unit becomes larger and extends to the subsystem/system

level, the problems involved in specifying what is to be measured and how become

increasingly burdensome. Nevertheless, it is nct feasible to "slice off" a

performance segment for measurement simply for the investigator's convenience.

Ideally one should measure concurrently at all levels (the system, subsystem,

team and individual) and interrelate the results. Practically this may be
impossible because of limited resources; and the investigator's task then

becomes one of selecting the level or levels at which measurement will maximize
the conclusions he can derive.

ENVIRONMENT

The measurement context must also be considered in developing a strategy for a

particular type of performance. This is because context often imposes severe

limitations on what one can do in performance measurement.

The places where human performance can be measured cart be categorized in terms
of the usual operational/non-operational or field vs. non-field dichotomy:

the laboratory, the school and the simulation facility which fall into the non-

field context, and the test range and the area of operations which fall into the

field category.

All categorizations are arbitrary to some extent. Even within the operational

environment there are gradations. For example, a missile test range like Vanden-

berg Air Force Base can be considered operational, but obviously it is less

operational than an actual hardened missile site. For a weapon system actual

combat is the only true operational environment (because it is the context in
which the system is ultimately supposed to be used), but it is impossible to

measure in actual combat, although an attempt is made to measure in "war games."

The factor differentiating field from non-field is the degree of fidelity to the

operational environment. On that basis it may appear as if a highly realistic

simulator (which may be found in both laboratories and schools) would closely

approximate operational functioning. However, we define operational fidelity

in terms not or. of hardware similarity but also in terms of the range of

factors that affect actual system functioning. Two operational factors which

cannot be ignored are chance (which increases variability in inputs to the system)

and noise (i.e., factors outside the system that enter and impact on system

functioning). An aircraft simulator may be highly realistic but only as it

pertains to hardware functions; it usually does not take into account additional

factors such as a potential enemy, level of maintenance, or interaction with

other combat units. From a performance standpoint the most elaborate simulator
; zallv requ~res only part of the operational performance one might wish to measure,

locaoso it deiscrihos only a subsystem of the total actual system.
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\ctaially, an aircraft simulator is a poor example; the discrepancy between
simulation and operational performance is greatest when one deals with large
>,stcms like a ship or CIC. It has been pointed out (Meister, 1977) that the
attevmpt to measure human performance in very large systems practically requires
.e:oasurement in an operational environment and that for such systems traditional
:vicasurement paradigms may be very difficult to apply. Thus, if one wishes to

Cvzwluate the performance of an entire ship's complement, it is impossible to
attempt this in some sort of simulator. This is not only because the amount
of hardware would be prohibitive but also because it would be very difficult
to simulate certain critical aspects of the large system such as its maintenance.

Moreover, classic hypothesis-testing paradigms such as those that involve
experimental and control groups are very difficult to implement in that
environment.

There are several reasons for emphasizing the operational environment in this

discussion. First and foremost is the fact that actual operations serve as
the criterion to which we wish to generalize our performance measurement. If
we measure for operational readiness it is because we wish to predict how per-
sonnel will perform in combat; if we evaluate new system adequacy it is because
we wish to determine how that system will perform operationally. If we measure
trainee performance it is because we wish to know how the student will do in
operations (although this last statement must be qualified, because the school
situation is often used as its own criterion, e.g., graduation as a criterion
of school success).

Beyond this (1) many of the systems the performance of whose personnel one wishes
to measure can be measured only in the operational environment; (2) measurement
in the operational environment presents special problems, some of which have
been discussed in another paper (Clarkin, 1977). On the other hand, the opera-
tional environment more readily permits the measurement of a higher order system
output which is much more difficult to assess in a non-operational environment

where only parts of the total system can be simulated. In the operational

environment the greatest problem is of course lack of control over subject
performance. Non-field (e.g., laboratory) contexts are more attractive to
researchers because these permit greater control. However, they provide this

opportunity only by deliberately eliminating many of the factors that make the
operational environment meaningful. On the other hand, for research purposes
or to determine whether personnel are learning adequately (the school situation)

the non-operational environment may be more satisfactory.

The author's viewpoint is that where possible performance measurement should be
accomplished in the operational environment. This is particularly the case
when one is attempting to measure human performance in large systems, because
such systems cannot be divorced from that environment. The operational environ-

ment is also necessary if the tasks being measured are complex and interact
with their environment. If the tasks to be measured are unlikely to be influenced
significantly by operational factors (and one can perhaps determine this by prior
observation in the operational environment), then a non-operational environment
is reasonable. Such tasks are likely to be relatively discrete (i.e., without
numerous personnel interactions), for example, typing performance, which is
likely to be unaffected by the operational environment except in extremely bad
weather.
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Where measurement in the operational situation is not possible--and often there
are reasons why this can't be done--the investigator should iiclude in his non-
operational setting as many operational factors as possible. This requires of
him a very deliberate effort to analyze the operational environment of the per-
formance to be measured.

The strategy of performance measurement requires the investigator to decide in
what environment he should conduct his measurement. He must first ask himself
whether he has any choice; what are the alternatives available to him? The
strategy also requires him to examine the factors that act on his subject in
the operational environment, to decide how important these are for his measure-
ment purpose; how to measure these if he opts for the operational environment;
or, alternatively, how to incorporate these factors into his laboratory situation
if he chooses that route. It is possible for him to make his laboratory replica
more like the operational environment by deliberately relaxing the amount of
control he has over stimulus inputs and by enriching the laboratory with features
he has observed to operate in the operational environment.

PURPOSE

The purposes of human performance measurement have been implied previously, but
not expressly described. It is important for the investigator to consider the
specific purpose of his measurement because that purpose will partially determine
his measurement environment and methods.

These purposes are:

(1) Measurement of the operational readiness of personnel to perform
system tasks;

(2) Evaluation of systems, products, and/or procedures to determine if
these satisfy development and operational requirements;

(3) Determination of personnel capabilities (do personnel possess required
skills?) and training achievement (do personnel meet course graduation standards?);

(4) Research to secure normative data and personnel performance information
about the conditions that affect system output.

In all cases it is the human's ability to utilize a system or product and to
perform job-related tasks that is the focus of the measurement.

The individual purposes are not mutually exclusive; they are not, however, usually
combined in a single measurement situation (except that research data may be
secured along with each of the three preceding purposes). By implication the
purposes are linked; for example, measurement to determine operational readiness
may produce data about personnel capabilities, insofar as the latter are needed
if the system is to be operationally ready.

As we have seen, the measurement of operational readiness in almost all cases
requires the collection of data in the operational environment with personnel
performing required tasks in as close to combat mode as possible. The determi-
nation of operational readiness by means of paper and pencil tests or ratings
of personnel capability is an inadequate means of making this determination.

285



Fhe evaluation of systems, products and procedures may take place in special
test facilities, e.g., test firing ranges, as well as in operational areas,
but every effort should be made to include at least the most important operational
conditions in such facilities. When such evaluations are conducted during system
development, the earlier in development that such measurements are made, the
less possible it is to simulate operational conditions.

Determination of personnel capabilities usually requires some control over the
conditions of stimulus presentation; hence a simulation or school situation is
to be preferred. Measurement of training achievement usually takes place in
the school environment. Since personnel capability and training achievement
are directly tied to the individual, the performance recorded is usually that
of a single individual only (except in the case of team-specific training).
Often the total system context is not required for these measurements and only
those equipment elements directly related to the skills and knowledges being
measured will be utilized, this is because skills and knowledges are not directly
translated into system performance and are meaningful for system performance
only in the form of job-required tasks.

QUESTIONS

The essential question which performance measurement in the system framework
seeks to answer is: does personnel performance satisfy system requirements
and to what extent? The only exception is the research goal which, as indicated
previously, is outside the purview of this discussion.

The answer to this question is insufficient, however, to satisfy all measurement
goals. What happens if personnel performance fails to satisfy system require-
ments completely? It is then necessary to ask further questions; specifically:

(1) Who (the individual, the team or subsystem) is responsible for or
contributes most to the performance inadequacy?

(2) What is the cause of the inadequate performance?

In addition, the investigator should ask what basic information (leading to
further knowledge of how personnel perform) can the measurement provide?

If all personnel performances are satisfactory, questions (1) and (2) above need
not be asked. However, it is rare to find any system without personnel-related
inadequacies. In a ship whose operational readiness is certified as adequate,

certain subsystems may still be marginal or even deficient; in the evaluation
of a new system or product certain aspects of that system or product may be
deficient, even though the system or product as a whole passes required tests.
In a training evaluation (school) situation some personnel fail. It therefore
becomes necessary to identify the deficient measurement unit so that it can be
improved; to remedy the deficiency its source must be known.

To identify the subject responsible for inadequate performance one must be able
to differentiate among the contributions individual subsystems, teams or operators
make to system output. (The assumption is made that usually more than one
individual is involved in system operations.) In some cases one can do this
analytically; since certain individuals are "key" personnel (occupying a central
position relative to system outputs) it is possible to relate serious inadequacies
to such personnel because logically their role makes them responsible (at least
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for the quality control of their subordinates' performance). Where it is not
possible to deduce the inadequate subject, it becomes necessary to trace the
contribution of each job position to the system output. This may also require
the investigator to disentangle man from machine inputs, a problem discussed
previously and one which is difficult when the investigator cannot experimentally
manipulate operations.

The determination of the deficient subject is only one step in the determination
of the cause of ineffective performance. To determine who is responsible is not
the point of the analysis, although knowing who is essential to finding out what;
the point is to determine the cause of the deficiency so that the underlying
conditions can be altered. Since the ultimate rationale of performance measure-
ment is to optimize the system, this means remedying all significant deficiencies
--or at least as many as one has resources for.

The necessity for determining who and what are responsible for deficient perform-
ance has implications for the methodology employed. Under ideal circumstances
the question, do subjects perform to standard, can be answered by completely
objective means; but questions relating to causal factors demand more subjective
methods. In the author's experience very few systems are so designed that a
performance deficiency immediately points to its cause; there is an intermediate
analytic step, which must be supplied by the performer himself or by an observer.
The performer can often supply vital information relative to the problem; the
observer (hopefully an expert in system operations) can discern something
through his observation that reveals the cause of the deficiency. This may
require use of a wide spectrum of subjective techniques such as the interview,
the questionnaire, rating scales, observational checklists, etc. These subjective
techniques are generally denigrated by measurement professionals but in actual
measurement they are invaluable.

Unfortunately, outside of their use in research these instruments are not system-
atically developed and validated so that in addition to their inherent subjectivity
we face potential problems of invalidity and unreliability. Nevertheless, one
essential feature of any performance measurement strategy (including a strategy
for research) is never to complete a sries of measurements without cross-
examining the performer concerning what he has done, the problems he has encountered,
the reasons (he supposes) for those problems, the ways he has found to overcome

them.

Although the goal of our performance measurement is not research, occasionally
situations inherent in system characteristics or functioning permit the collection
of data that have a research as well as an operational significance. For example,
if the system (and its personnel) must perform under both day and night conditions,
the opportunity exists to collect data under the two conditions, data which, when
compared, will enable us to say something about the effect of these conditions
on performance. Such opportunities should not be ignored. The experimental
design for such comparisons is relatively simple, since the data must be
collected in conformance with system constraints.

In general, the more information one collects about how system personnel perform,
the better, since there is a distressing lack of knowledge about how personnel
functio-, particularly in complex macro-systems. Certainly one cannot rely on

traditional sources of behavioral research data, because few researchers are
concerned with the system or can deal with it in a laboratory context (Meister,

1975). Any system performance measurement therefore provides an opportunity
to collect data useful for research purposes, but unfortunately those who
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measure performance in the military setting usually ignore available research
possibilities. It is in fact remarkable that so little use for performance
research is made of the vast military population in their daily routine.

CRITERIA

The essence of performance measurement as it has been described here is the
criterion. Without it no meaningful measurement is possible; without it, one
can collect descriptive performance data (to answer the question, what are
personnel doing?), but the meaning of those data--whether personnel are per-
forming adequately or not--cannot be determined.

There are three distinct types of performance criteria: those describing the
functioning of the system; those describing how missions are performed; and
those describing how personnel respond. Only the last is of interest to us,
but the fact that different criteria are available means that it is necessary
to differentiate among them. System-descriptive criteria include such aspects
as reliability, maintainability, vulnerability, cost of operation and effectiveness.
Only the last (effectiveness) requires differentiation between human and machine
inputs, since effectiveness criteria mix equipment and personnel elements.
This is true also of mission-descriptive criteria which include output quality
and accuracy, reaction time, queues and delays.

Each of the preceding includes personnel elements that must be differentiated
from non-personnel elements. At the same time personnel performance criteria

describing individual operator and crew responses (reaction time, accuracy,
response number, speed, variability, etc.) are insufficient unless, as was
pointed out previously, they are considered in relation to system and mission

criteria.

"Performance criteria may act as independent or dependent variables. As inde-
pendent variables (e.g., the requirement to produce N units) they impose on
the operator a requirement that serves as a forcing function for operator/
system performance. As dependent variables they describe operator/system
performance and can be used to measure that performance." (Meister, 1976, p. 13)

The criterion therefore implies a demand imposed by the system on its personnel.
Personnel must or should do something to accomplish some goal. The investigator
must differentiate criterion-referenced data (which imply a standard of compari-
son) from purely normative data (people do thus and so).

In evaluative performance measurement the criterion implies a standard of
performance acceptable to the system mission. In measurement research criteria
are also necessary (as dependent variables which describe the effects of
independent variables) but often they do not imply or require standards.
Although it is possible in research to have criteria without standards, in
evaluative measurement a criterion is meaningless without a standard because
it does not provide a measure of determining whether personnel are performing
well or poorly. Thus, for example, the number of messages decoded is a cri-
terion which can be used in research on intelligence systems; but the evaluation
of intelligence personnel makes it necessary to specify in advance of measure-
ment that they decode N messages per hour. Henceforth when we use the term
"criterion" it must be understood to imply a standard.
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It is not enough, however, to have a criterion; the criterion must be precise

or it cannot serve its purpose. To be precise it must in most cases be quanti-
tative as well. A criterion such as one which is often found in system
procurement descriptions, "the system shall be so designed that personnel per-
form their duties with minimum difficulty," is meaningless because it is
undefined; or rather it can be defined only in terms peculiar to the evaluator.
With undefined criteria one must rely on the evaluator's ability to translate
the criterion into concrete terms; and without those terms being specified in
writing it is almost impossible to communicate their meaning to others.

The specification of precise quantitative criteria presents a number of difficulties
which the investigator can overcome by persistence and good humor.

For example, it is extremely difficult to persuade military personnel (even
those having the greatest familiarity with a functioning system) to provide
precise criteria of how that system functions. The usual response is, "it all
depends." This may reflect the feeling that the performance depends on so many
interactive factors that it cannot be specified (although presumably it can
be recognized by experts). On the other hand, military personnel may fear
that if they specify precise criteria, their performance will be judged too
stringently.

In systems under development one often finds that although hardware performance
criteria are specified in explicit terms, there are few or no references to
personnel criteria. In part this reflects a wide-spread impression among system
developers who lack behavioral background that personnel performance either
does not matter to system outputs or is too variable to be described. Of course,
some systems may require so many contingent responses that it is difficult to
supply standards for every contingency. However, even in such systems it should
be possible to supply precise criteria for the major outputs required of system
personnel.

Not all criteria are equally relevant and valuable for performance measurement.
The level of adrenalin in the blood of subjects performing a visual vigilance
task has been shown to be related to target detection (see Baker et al., 1970),
but adrenalin level is not the most desirable criterion one can find to measure
sonar detection because it is only indirectly performance-related. The investi-
gator should examine the criteria he has available and select those that seem most
directly related to the performance at issue. The relevance and importance of
a potential criterion can be determined by asking how seriously the achievement
of or failure to achieve the criterion will be for system performance.

For example, if one were to contrast false alarm rate and adrenalin level in
sonar performance, which would impact more on target detection? If this impact
is slight, the potential criterion is not a very satisfactory candidate. In
other words, the criterion falls out of what is required of system personnel
and whatever affects them strongly represents a potentially usable criterion.

If the first step in setting up a performance measurement program is to develop
a plan for that program, the first step in developing the plan is to ask, what
must personnel do (the criterion)?

If the answer to this question is unknown (that is, no personnel criteria h1ave

been specified), it is possible to develop criteria by using skilled operational

personnel to secure the answer. (Of course, this applies only when the system
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is already developed or, if under development, is similar to ones already in
existence.) In the formal procedure for securing such operational judgments,
the Delphi technique (balkey and Helmer, 1963), operational personnel are called
together and required to specify quantitative criteria; the variance in these
judgments is progressively reduced by successive Delphi sessions until an
acceptable quantitative consensus is achieved.

What the measurement specialist is looking for is an objective quantitative
criterion, e.g., an operator is expected to decode 16 messages per hour or to
detect all targets at 1000 meters. With such criteria the performance described
by the criterion can be ob ,erved and recorded without intervention either by
observers or by the personnel whose performance is the subject of the measurement.
Unfortunately, many criteria cannot be objective and quantitative. Some
performances (primarily perceptual and cognitive) are inherently subjective.
If, for example, the criterion is quality of decision making in a combat
situation, it may not be possible to measure this with instrumentation. The
cues needed to describe quality may be so tenuous that only an expert can
perceive them.

There is no reason to discard criteria that cannot satisfy objective requirements.

Such subjective criteria can be strengthened by consensus techniques such as
Delphi. However, it is apparent that criterion precision will determine how
adequately one can measure and by what methods. For qualitative criteria we
must call upon the expert because only he has the requisite experience to recog-
nize the performance involved. We can accept conclusions based on such criteria,
but with a somewhat lesser level of confidence.

It is not acceptable, however, to rely on subjective, qualitative criteria when
more precise, objective criteria are available. This problem may arise with
inexperienced personnel. In one illustrative situation, involving the perform-
ance of infantry disembarking from a landing craft after a prolonged sea ride,
a high ranking officer indicated his preference for an observational judgment
(based on officer experience) of their capability to engage in combat, rather
than objective measures or running (speed), climbing (agility) and firing
(accuracy).

Complex systems may also have multiple performance criteria because personnel
must perform a variety of functions. If so, one must measure them all; the
investigator should not pick and choose (especially not post facto) even though
it may be embarrassing when he secures positive (desirable) results with one
criterion and negative (undesirable) results with another. The author recalls
one study he performed (Meister et al., 1971) of the training effectiveness of
the S2E aircraft simulator; multiple criteria suggested that the simulator

trained certain functions well and others not at all. Since the aim of the
study was to demonstrate trainer utility, the sponsor of the study was not
overly pleased with the results.

Criteria interact with other variables, such as subject and number. As one
proceeds up the ladder from individual operator to team or from subsystem to
system, the nature of criteria will change. In measuring team performance,
for example, one must consider member interactions, a criterion which is
obviously irrelevant to single operator performance.
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I

Our strategy of performance measurement places major emphasis on development of
performance standards. If these are lacking, no evaluation measurement is
possible, although one can gather normative (i.e., descriptive) data. If some-
one objects that even without expressed standards he can look at a set of data
and determine that performance is adequate or inadequate, our rejoinder is that
he does in fact have a (mental) standard, but has failed to specify it.

All potential criteria must be analyzed In terms of their eventual use ds
standards. Some may later be rejected as of minor importance, but it is not
permissable to concentrate on a few outstanding or immediately apparent perform-
ance features and ignore the rest. This procedure may lead the investigator to
overlook critical aspects of personnel/system performance for which criteria
are obscure.

MEASURES

Performance measures have a direct relationship to criteria. In fact, if the
specialist has difficulty finding a measure to describe the criterion he has
specified, the latter is probably incorrectly described. Nonetheless, the
same criterion can be described by a number of measures. For example, suppose
the criterion is effectiveness of corrective maintenance. One obvious measure
is downtime: the time it takes the technician to restore a malfunctioning
equipment to operating condition. However, other measures are possible. For
example, the number of malfunctions correctly diagnosed or the speed of mal-
function diagnosis (not the same as remedying the fault). In the school
situation knowledge can be used as a measure, although this is not a perform-
ance measure.

Often it is difficult to distinguish between a criterion and a measure, and
some investigators confuse them. A criterion like effectiveness is relatively
molar and cannot be directly defined in terms of personnel actions; a measure
is quite specific and (for performance measurement use) must be described

behaviorally. (Of course, non-performance measures like knowledge are not
described in terms of personnel actions.) It is possible that the more molar
the criterion, the more measures are available to describe it. For example,
in evaluating the performance of Civil Servants, the Navy Personnel R&D Center
uses a number of measures (although unfortunately not performance-oriented ones);
we evaluate personnel on the basis on knowledge of the profession, procedures,

specifications, etc.; ability to write, communicate, perform research, etc.;
personal attributes such as responsibility, adaptability, etc. General categories

of measures have been described by Smode et al., 1962, and in Meister, 1971.

In any event, in moving from the criterion to the measure it is necessary to
specify the operations which reflect the criterion; these operations then become
measures.

Since for almost every criterion a number of measures is available, the investi-
gator must decide which one or ones he will use. Since each measure reflects
a somewhat different aspect of the criterion, each measure may provide a slightly
different result. Nevertheless, it is our recommendation that within the limits
of his resources and the demands of the measurement situation, the investigator
should employ all of them, even at the risk that some measures will provide him
with discrepant results.
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If it is necessary to select among measures, however, we have found it useful
to select those which are:

(1) Objective. Ideally the measures employed should depend as little as
possible on human judgment, because data collection in which the human is the
measuring instrument inevitably involves considerable inaccuracy and inconsistency.
As a matter of practicality and cost, however, many measures employed in per-
formance measurement cannot be completely objective.

(2) Quantitative. Quantitative measures can be scaled and combined with
other quantitative data; this is not true of qualitative data.

(3) Unobtrusive. The act of gathering data should not affect the manner
in which the operator performs his tasks. All data collection agencies
(instrumental as well as human) should ideally be invisible to the performlr.
If personnel become unduly aware of these agencies, they may perform in ways
that are not representative of their routine activity.

(4) Easy to collect. Any measure whose implementation makes excessive
demands (a difficult perceptual discrimination or computation) on the capability
of data collectors (whether as observers or recorders of data) is likely to
produce errors in the data gathering process.

(5) Require no specialized data collection techniques. There are several
reasons why it is undesirable for data collection techniques to be highly
specialized. Such techniques make it necessary to provide extensive training
for the data collectors. More important, special data collection techniques
are likely to make it impossible to use operational personnel from the population
whose performance is being sampled as data collectors, because they will lack
the background needed to collect the data. It is always desirable to utilize
operational personnel as data collectors, first, because their familiarity
with the task being evaluated may improve the precision of the data they collect;
second, because operational personnel are less likely to be viewed by other
operational personnel as obtrusive elements.

(6) Require no specialized instrumentation. If the performance measurement
is being conducted in an operational environment, specialized instrumentation
may not function well. Such instrumentation is often too delicate for the
rough usage it may encounter. Also, sophisticated instrumentation will require
specialists to operate and maintain it.

(7) Cost little or nothing. Cost is often the reason given by test m, agers
or operational personnel for not wishing to conduct personnel performance tests.
In most cases this is only a rationale for rejecting procedures that these
managers do not understand, but obviously specialized measures may require special
instrumentation and personnel, and these may indeed be costly.

Criteria for measure selection are of course ideals and in the real world of
performance measurement it is often impossible to satisfy these criteria
completely. The reason for listing them, however, is to provide a standard
at which the investigator can aim, but we do not insist inflexibly on them.
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Performance measures are utilized to answer the basic question: can personnel
perform to a standard? The answer to this question, while necessary, is not
sufficient. One must also ask, what is the cause of a performance deficiency
(a discrepancy between actual performance and the standard). A separate set of
measures must be developed to answer the question of causality. If, for example,
the investigator asks a test performer, why did you do thus and so, the question
"why" is a causality measure, although it is not necessarily derived from a
criterion and cannot be scaled (although the responses can be categorized by
content and the frequency of types of responses can be ascertained). Although
there are those who will not consider the questions asked in an interview as
measures, in an operative sense they are, because they provide data. In fact,
in any particular measurement situation the number of objective measures derived
from criteria may be relatively few; measures seeking to explain the cause of
performance variability may be quite numerous. However, the latter can be used
only for explanatory purposes; since they are almost always qualitative, they
cannot be used to evaluate performance.

Measurement in the operational environment usually forbids highly molecular
measures. Measures such as the frequency of eye movement in scanning a display
usually require instrumentation which the operational environment makes very
difficult to use. Moreover, only those measures which are closely related to
the task being measured should be selected. If the objective of performance
measurement is to determine the efficiency with which a command/control system
functions, it is unlikely that measures at the level of eye movement would be
considered, even though eye movement is in fact involved in scanning command/
control displays. The level of measurement therefore suggests the level of
the measures to be selected.

DEVICES

A device is any method used to provide data. It may be hardware; it may be
a paper and pencil test; it may be an interview, questionnaire or rating scale.
Observation is also a device.

It would be ideal if there were a one-to-one relationship between a performance
measure and the device used to measure that performance. An objective quanti-
tative measure (e.g., reaction time) would then call for appropriate
instrumentation (a timer); a subjective measure (e.g., an operator's attitude)
would call for a subjective instrument (e.g., a rating scale). The specification
of a device would then be obvious and immediate.

Unfortunately the relationship is not a direct one because, first, a number of
alternative devices can be used to provide data for a given measure; and, second,
the constraints of the measurement situation may prevent use of the most desir-
able device.

Frequently the operational environment (or other factors such as cost) may
require that a subjective technique be substituted for instrumentation. Obviously
the subjective technique cannot be substituted unless it is a reasonable
alternative. For example, the author once supervised a helicopter navigation
flight test program in which a primary measure was the deviation (distance)
between a specified route the aircraft had to fly and the actual route navigated
(Fineberg, 1974). The original and preferahle measurement concept was to use
a low level radar to track the actual position of the test aircraft (the desig-
nated route was of course known). However, at he time the Army could not
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,'Jvide such a radar. As an alternative trained observers flying behind ;iid

above the test aircraft were used to make visual estimates of the aircraft's

deviation from the required track; because only a few routes were flown oi
repeated occasions, the observers achieved an accuracy of ±50 meters, which
vas found to be adequate (based on operational requirements) for test purposcs.

I'he point is that realistically it may not be possible to use the most desir-
able measurement device and one may have to fall back on a more feasible but

less desirable one.

Researchers commonly feel that hardware instrumentation is to be preferred to

subjective devices. Sometimes, however, the nature of the phenomenon being

measured requires a subjective device. For example, in the helicopter stud),

already referred to one of the variables was quality of flight performance.

No instrumentation existing to measure quality of flying a helicopter, it was

necessary to utilize a rating scale completed by the chief pilot who was also

the performance observer.

A more pragmatic factor is that many project and test managers prefer subjective

devices because they avoid the cost of hardware. One must also consider the

complexity of the measurement situation. Professionals are tempted to utilize

the most sophisticated measurement devices available even when the situation

does not require them.

As a strategy therefore it is desirable that the investigator systematically

consider all possible ways of recording measures and then tradeoff the variables

involved in each device against the other. Pertinent considerations include,

besides those criteria noted previously in the selection of measures, such

factors as the length of time required to gather data with the device, its

reliability and acceptability by subjects and ease of analyzing resultant data.

Tf one determines that a subjective device must be used, the investigator will

often find it necessary to develop that device himself. Standard hardware

instrumentation units can be procured off-the-shelf, or in the worst case must

be developed by combining standard components, so that the investigator in

most cases does not have to develop his devices "from scratch." Any subjective

methodology must, however, not only be developed, but requires testing to
ensure its validity. Many subjective devices are peculiar to and must there-

fore be developed anew for each measurement task.

It may appear superficially--and incorrectly--that it is easier to utilize

subjective methods than objective devices. After all, to develop a subjective

tool requires one merely (in most cases) to write something on paper. This

incorrect impression derives from the fact that almost no one in performance

measurement (except in research and sometimes not even then) ever systematically

develops and validates a subjective performance measurement device. For example,
how many times are questionnaires tested and verified? Almost never, perhaps

because the questionnaire appears to be simple and directly related to the

subject of the investigation. Even the ubiquitous interview, for which no prepara-

tion is usually made and which is therefore consistently abused, requires specific

development, testing and validation. We may appear to be overly careful in

relation to the interview, but where the performance being investigated is

complex, the interview schedule becomes equally complex. More indirect

methods, e.g., rating scales, attitude checklists, etc., require even more

development and validation. The most difficult subjective tool to handle is

observation. What Is to be observed? What cues exist for recognizing the
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I
event to be observed? How reliable is the observation from observer to observer?
Where the phenomena to be observed are largely cognitive or perceptual, an
extensive "front end" analysis of the task to be observed is required. Since
the observation is only as valid as its observers, training must be provided
to the latter and measures of their reliability (at least that) determined.
The point for the measurement specialist to rtemember is that the subjective
devices he relies on are so much more complex (conceptually speaking, that is)
than objective ones that he must and should spend much time and effort to

create them properly.

DESIGN

Human performance measurement in a system context permits only a limited number
of experimental designs. These include:

(1) Collection of normative performance data; no comparison with a standard
(single group). Sample question to be answered: How do electronic technicians
perform corrective maintenance?

(2) Comparison of personnel performance with a required standard (single
group). Sample questions to be answered: Is the system ready to perform
operationally? Does the system satisfy requirements?

(3) Comparison of two or more alternative subject samples, system configura-
tions, procedures, job aids, etc. Sample questions to be answered: Which
training mode is superior; which technique for malfunction diagnosis is more
effective?

(4) Comparison of a subject sample receiving special treatment with a
control group receiving no special treatment. Sample question to be answered:
Is training effective?

(5) Comparison of a subject sample before and after receiving a special
treatment (pre- vs. post-test comparison). Sample question to be answered: Have
personnel learned?

(6) Comparison of a subject sample receiving a special treatment in one
environment with required performance in another environment (e.g., the classic
transfer of training paradigm).

(7) Determination of personnel performance as a function of time, repeated
stimulus inputs, etc. (as, for example, determining when performance deteriorates
as a function of fatigue or workload).

Primary emphasis in this discussion has been placed on comparison of personnel
performance with a standard. In the determination of individual personnel
capability that standard is the task; in the determination of whether the system
can satisfy system requirements the standard is the system requirement, which
is some measure of mission effectiveness. Manifestly in these situations a
requirement or standard must be available. Where such a requirement or standard
cannot be ascertained (for example, the number of actual targets to be detected
by a sonarman), one can collect normative data (how many targets do sonarmen on
the average pick up?) and perhaps, considering this as a limiting measure of
capability, one can transform this value Into a standard which all sonarmen
should achieve. From an experimental standpoint, the setting up of such
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':isnrent situations is comparatively simple; there is only the ingle
:*,,bjoct sample; the major difficulty is analytic (specifying in advance the
r ire'ment or standard to be used in evaluating the personnel performance).

The comparison of two or more alternatives is to be found most often during the
JIcvelopment of the system but may occur also when one wishes to introduce a new

i)rocedure or job-aid into an already functioning system. The personnel acting
as subjects for this comparison may be themselves, as when the two alternatives

are utilized sequentiallv (same subjects performing under two different
,clnditions); however, order of presentation effects must be considered here
and this complicates the measurement design. Far more common when the alter-

naitives are exposed to the operational system is to give the two treatments
to two different subject samples, as, for example, trying out two training
methods aboard two separate ships, e.g., CAI on one ship vs. programmed

instruction manuals on another. Here one runs into the classic problem of

ensuring that the two ship crews are essentially identical on all variables

that could contaminate the data, e.g., Navy experience or aptitude. It is
possible to make such comparisons on operational systems, but the differences

between the treatments which one is willing to accept as significant must be
greater than one would ordinarily require for acceptance under more controlled

conditions.

In the evaluation of a training system, procedure or curriculum, comparison
with a control group or a pre-, post-test comparison (or a combination of the

two) is common. Neither poses any significant difficulty for inclusion in
the system testing framework.

The transfer of training comparison is very difficult to implement completely.
There are comparatively few problems in training and evaluating in the training
environment, but the difficulties of testing the same subjects in the operational
environment are very great. The problem is one, first, of tracking the trained
individuals through the operational system; second, of securing permission to

test their performance in that system; third, of ens,,ring that their operational

activities are those that are relevant to their previous training environment.
Suppose one wished to determine whether flight simulator training in carrier
landing techniques significantly reduces the amount of overall training time
required. One can measure performance at the conclusion of training and compare
simulator-trained subject performance with that of personnel trained only in
flight exercises; but this is only an intermediate criterion: performance

aboard ship is the ultimate criterion. Having once tracked trainees to their
ships, the investigator may find that some subjects are assigned to non-flight
duties; and in any event the opportunity to measure carrier landing efficiency

may be severely constrained.

Research on the effects of workload on personnel performance is of great interest

to military researchers because the combat environment with its severe stresses
often leads to performance degradation (or so we suppose). The research litera-
ture on personnel performance in systems (as summarized by Parsons, 1972) has

often addressed the questions: what is the progress of this degradation and
at what level or stress--workload--does personnel performance break down? These
questions are easy to answer in a laboratory, but very difficult to address in
the operational environment, because in functioning systems the presentation of
inputs is often under no one's control and rarely--except in combat--approaches

the level at which one would expect breakdown. One must the.efore examine tile

question in the laboratory or in a simulation of the operational environment.
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The problem with this is, as has been indicated, the discrepancy between the
operational environment and the laboratory in terms of the factors that serve
as inputs to personnel.

RELEVANCY

What is being measured should be immediately apparent to the investigator. In
point of fact it is necessary to distinguish between task-related performance
and idiosyncratic behavior. The subject throwing switches on a control panel
performs; shuffling his feet, he behaves. All performance includes behavior,

but behavior is not necessarily related to the task.

In most tasks it is quite easy to make this distinction both analytically and
during observation of performance. Where, however, tasks have a heavy cognitive
perceptual or communications component (in other words, where some performance-
related behaviors are covert) the distinction may be less easy to make. For
this reason it is desirable for the investigator to extract from his system
procedures the specific actions to be recorded or observed and the cues for
that observation (task analysis). This is particularly important when one is
relying on observation as a major measurement device.

What does one do with difficult-to-distinguish actions? Inevitably one is forced
back on the use of the expert observer whose judgments are the basis of the
distinction between performance and behavior. Not very satisfactory, perhaps,
but the measurement specialist can at least attempt to "calibrate" his expert
to remove as much as possible the subjectivity and variability of his judgments.

Calibration will involve systematic training and testing.

Even more important than the distinction between performance and behavior is tho
relevancy of the performance being measured. We define relevancy as the similarity
of the subject's performance in the measurement situation to that performance
he would ordinarily manifest in actual operations.

The further removed the measurement situation is from the operational environ-
ment, the more critical the relevancy of the performance being measured becomes.
If, for the military, we consider the ultimate operational situation to be
performance under combat, we can never measure under true operational conditions.
Even if we consider the operational situation to be, for example, normal ship
steaming (Condition IV), we cannot say that we measure under fully operational
conditions. The very fact that we measure (even unobtrusively) exerts a sort
of Heisenberg effect on what we measure.

Relevancy must be distinguished from the concept of validity to which it is,
however, closely related. Validity describes the measurements extracted from
performance and asks whether these are "truthful" in the sense of describing
what activities went on in that performance. Relevancy relates to the criterion
performance, not to the data derived from measured performance; it asks merely
whether performance in the measurement situation is the same as it is in the
operational situation. Since the criterion reference for performance measure-
ment is the operational environment (whatever the operation is), performance
which cannot be related to that environment is irrelevant. Measurement may be
valid In the sense that it truthfully describes the performance that occurred
in the measurement situation, but even so both that performance and hence those
measurements may be Irrelevant. Take the classic sonarman staring intently at
his PPI display in his darkened cell in the bowels of the ship. Any performance
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we wish to measure must relate to this situation. If we place him in a lighted
room, give him a secondary task to perform, such as adding up columns of numbers
while he scans his display, then measure his target detection performance, the
measures we derive may be entirely-descriptive of (valid for) this laboratory
situation, but completely irrelevant to his actual operating situation. For
a further discussion of this point see Meister, 1977.

The operational environment ,ncludes not only functioning hardware but very complex
situational conditions, the most important of which is load, which may be diffi-
cult to incorporate in a non-operational measurement. The inclusion of these
conditions in the measurement makes the situation one of "worst case" because
inevitably performance degrades under these conditions. Because of this such
conditions may reveal embarrassing deficiencies and a level of operator/system
performance lower than the investigator might wish to reveal. The author once
worked on a project to evaluate an air defense surveillance system. The correct
way of measuring performance in such a system is to load the system by throwing
masses of "enemy" aircraft at it (simulating, for example, a heavy bomber raid)
and to see how personnel cope. However, this might lead to rapid saturation
of the system. Those in charge of the evaluation decided instead to expose
the system to aircraft but with the following non-operational reservations:
only one or two aircraft at a time; the time at which the aircraft would appear
and their general heading were known in advance by operators. Under these
circumstances the system was evaluated as performing quite well.

To the extent that we eliminate load factors from the measurement situation,
our results become less realistic, but they look better, because personnel
perform better in a non-stressful situation. This is particularly true of
evaluation for operational readiness and for new systems and products; it is
much less important for school-passing evaluations.

If we cannot factor these operational conditions in to the measurement situation,

it is desirable to degrade measurement results by a certain amount to extra-
polate to "true" operational situations. The problem is that the correct value
to be used in degrading measurement data is almost never known. As a strategy
ploy it is possible to ask operational personnel to rate the representativeness
of the measurement situation and to supply a number which represents the
extent to which the measurement situation deviates from reality. To the author's
knowledge, however, this procedure has never been implemented.

SAMPLE

If one measures in the operational or school environment, it is likely that
the personnel whose performance is the subject of the measurement will be reason-
ably representative of those to whom one wishes to generalize the measurement
data. (However, where several crews perform in the operational environment,
the investigator may be allowed to measure only less qualified and less desirable
ones.) In the case of system/product testing, however, where the test situation
merely simulates the operational environment (at a test facility, for example)
and where the investigator has to select or create a subject sample with which
to test, the nature of that sample may be important to the relevancy of the
test results.
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Fortunately there are only a few subject dimensions which are relevant to the
test situation; aptitude (e.g., as measured by selection tests), experience
and training. Personality characteristics may be--probably are--important but
there is so little information about the relationship between personality and
task performance that it is necessary to ignore this factor.

If the investigator has a choice of subject backgrounds and if these can be rank
ordered in terms of relevant dimensions, should he select the "average" man
(50th percentile); the least qualified (5th percentile); the most qualified
(95th percentile); or a sample representative of the total continuum? There
are advantages and disadvantages to each choice. A highly trained, highly
experienced subject will probably give the investigator a higher level of per-
formance and make the new system/product appear better than it may actually be.
He may not, however, be representative of the total operational population. On
the other hand, a less qualified subject (e.g., 5th, 50th percentile) may perform
less effectively (and hence the system/product will appear less effective); but
he may be more representative. Less qualified subjects may also respond in
ways that reveal weaknesses in the system that need upgrading.

Ideally one would seek to have a spectrum of capability in one's subject sample,
but the number of personnel available to act as subjects may be so constrained
that a choice of capability may be necessary. (You can have any ten airmen--
but which ten?) No definitive answer to the question is possible since the
answer is likely to be determined by the level of system performance desired
and is thus dependent on the individual test manager. Whatever choice is made,

from a performance strategy standpoint, it is imperative that the investigator
examine the capabilities of his subject population, first, to make a choice if
a choice is necessary; second, even if no choice is possible, to anticipate the
potential effects of his subject sample on his test results.

A STRATEGY OF PERFORMANCE MEASUREMENT

With all the variables that affect measurement, one wonders how often measurement
is performed optimally. The author admits to a certain cynicism about the fre-
quercy of properly performed evaluations. In his experience personnel performance
measurement as conducted by all the military services is seriously lacking, at
least in two vital areas: determination of operational readiness and testing
to determine whether systems, products and procedures meet operational requirements.
(We need not concern ourselves with developmental testing because this is not
performed to as rigid rules as operational testing.) Personnel performance
measurement deficiencies in military testing arise not so much because technical
expertise is lacking as much as the will to utilize that expertise. Most mili-
tary testers are untrained to deal with the personnel aspects of that measurement,
nor does it appear that they arc overly interested in receiving assistance from
those who are. The reasons for this lack of interest would take us somewhat
afield from the subject of this paper.

Having uxamined the variables in personnel performance measurement, one must ask:
what does a strategy of performance measurement consist of and how does one
develop it?

This strategy derives from the variables inherent in performance measurement
(the on.s disctissed in this paper) and therefore cannot be considered as remark-
ably novel. As was itdicated at the start of the paper, the strategy is not a

formal procedure with defined sequential steps. Rather it consists of a series
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of questions which the investigator should ask about his specific measurement
task. The answers to these questions will direct his actions; once answered,
they must be formalized in a test planning document as described in Meister, 1966,
because any strategy which is not written down is subject to misinterpretation.
The major que tions to be asked are:

(1) What is the purpose of the performance measurement and what measurement
questions do we wish to answer? What kind of answers should the data provide?

(2) What system level and subject unit does the measurement describe? How
is the subject unit defined?

(3) What criteria are available as performance standards? (If these do
not exist, they must be developed by investigation and/or use of Delphi-type
techniques.)

(4) What is the measurement context? How representative of operations will
it be?

(5) What measures and measurement devices are available to answer questions?
Which are best? Which are feasible?

(6) What characteristics should the subject sample have?

Asking (and answering) these questions will not guarantee that in any particular
situation performance measurement will be optimal; but it will guarantee that the
investigator can anticipate most of the measurement problems he is likely to encounter.
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PERFORMANCE TESTING IN INSTRUCTIONAL SYSTEMS

John Brock
Navy Personnel Research and Development Center

San Diego, California

ABSTRACT

The role of performance testing in the design and evalua-
tion of instructional systems is discussed. The Instructional
Systems Design (ISD) process is reviewed in detail. A model
for instructional system evaluation using performance measures
is suggested and specific R&D proposals are briefly discussed.

INTRODUCTION

Background

All three services are embarked on the systematic design of instructional systems
(e.g., Haverland, 1976; Scanland, 1974; Ricketson, Wright and Schultz, 1971).
Attempts to develop an instructional design methodology which would be accept-
able to Army, Navy, and Air Force instructional designs have consistently failed
(e.g., see Montemerlo and Tennyson, 1976, for a more nearly complete discussion
of this phenomenon). However, it is generally agreed that job relevant training
which exploits modern instructional technology is a desirable goal (Chief of
Naval Education and Training, 1975; Brock, 1977a).

Called variously course design procedure, systems approach to training, or in-
structional systems design (ISD), the essential systems approach takes the training
course developer from a set of job tasks, through the development of behavioral
objectives, to the conduct of a job relevant training program (Brock and DeLong,
1975; Montemerlo and Tennyson, 1976; Freitag and Mitzel, 1977).

Purpose

This paper will review the state of the art in instructional systems design (ISD)
technology and the significant role of performance testing in the design process.
The use of performance tests to evaluate extant instructional systems will be
discussed in some detail. The paper will conclude with the writer's suggestions
for future R&D programs directed at improving the instructional process through
the use of performance measures.

INSTRUCTIONAL SYSTEMS DESIGN

Assumptions

Instructional systems design (ISD) in the military is based on several assumptions
which are seldom articulated but omnipresent. The overriding assumption is one
of policy: it is in the best interests of the military to train men and women
to perform specific jobs or clusters of tasks which must be performed in the
work environment.

i
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A corollary of this assumption is that it is the job which is to be performed
immediately after the schoolhouse instruction for which training must be given.
Although this policy is open to question (e.g., Brock, 1977b), this paper will
treat it as a given.

A third assumption is that any person of normal intelligence, with a modicum of
training, can design instruction. This assumption grows from an even more deeply
rooted one: nearly anybody can teach.

Yet another set of assumptions is that (1) there is a single way to design training
and (2) it is capable of being proceduralized. These assumptions are not supported
by any evidence (Montemerlo and Tennyson, 1976).

Finally, there is an assumption that the terminology used to describe ISD opera-
tions conveys essentially the same information to all who come in contact with
it. Once again most of the evidence supports a contrary point of view: the ISD

terminology has an almost person-specific meaning. For example, the term "task
analysis" can mean anything from a computer analysis of a job category (who does
it, how many, how often) to an in-depth logical analysis of a particular job.

A major point of this paper will be that many of the current problems with per-
formance testing in instructional systems stem from the above faulty assumptions,
rather than from an insufficient technology.

The military services must rely on their overall manpower pools for their instruc-
tor cadre. However, better selection of instructors must be instituted, instructor
training must be greatly improved, and adequate job aiding must become available.
There is no reason to believe that an enlisted man or officer who is expert in a

particular job area will have the necessary skills to either design or conduct
training on those jobs. To further expect them to develop job performance
is ludicrous.

This leads to the fourth set of assumptions: that some sort of fully proceduralized
job aid can be developed so that the method of instructional design can be per-
formed by a typical enlisted or officer military instructor. As Montemerlo and

Tennyson (1976) point out, there is neither empirical nor theoretical support
for this assumption. This, of course, has not inhibited anyone from developing
fully proceduralized instructional design procedures (e.g., Rundquist, 1970;
USAF AFP 50-58, 1974; NAVEDTRA 106A, 1975).

As discussed above, there is the assumption underlying current ISD techniques
that the technology has an established vocabulary. Since there is significant
evidence that this is not the case, a limited number of ISD terms will be defined.
The terms will be limited to those which apply directly to performance testing

design and conduct.

There are three terms which are used as if they have meaning but which are used
interchangeably so often as to obsure rather than clarify sense. They are "front-
end analysis," "task analysis," and "training analysis." For the purposes of this
paper, "training analysis" will not be used. "Front-end analysis" is used to
describe the entire analytic process that goes into producing some end product;
in this paper, it is the analytic techniques which result in performance tests
within an instructional systems context.
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A component, or phase, of a front-end analysis is a task analysis. As used in
the present discussion, this refers to an analytical dissection of specific jobs
into hierarchial arrangements. Typically, such analyses begin with global task
statements (e.g., "locates a malfunction in the electrical system of an automobile")
and reduce down to unitary behaviors (e.g., "rtmoves distributor cap"). A complret
description of this technique, with examples, can be found in Rundquist (1970),
Brock and DeLong (1975), and Brock (1977a). Tt will be further discussed below
as it applies to the development of performance tests. Other terminology will
be defined as it occurs in the paper.

Performance Testing in ISD

It is neither an overstatement nor an oversimplification to state that performance
tests lie at the heart of the instructional system design process. Figure 1 is
taken from the Chief of Naval Education and Training manual on ISD. The figure
is a block diagram of the major steps in ISD. Note that the third block is,
"Construct job performance measures." In other words, the instructional system
flows from the performance tests which, as can also be seen in Figure 1, flow
in turn from what is called in this paper the task analysis.

The point appears obvious. If the Services are going to have performance oriented
training, then the goal of instruction is to modify performance. In order to find
if that performance has been appropriately modified, that performance must be
measured. In other words, performance testing is the beginning and the end of
the instructional process.

The Behavioral Objective

One of the few agreed upon definitions in instructional technology is that of the
behavioral objective: "(It) is an intent communicated by a statement describing
a proposed change in a learner--a statement of what the learner is to be like
when he has successfully completed a learning experience" (Mager, 1962, p. 3).
Every behavioral objective must either explicitly or implicitly delineate a
specific behavior, the conditions under which the behavior is to be performed,
and the standard to which the behavior is to be performed. In other words, a
behavioral objective is the description of a performance test.

Visualize an instructional process as a road with a beginning (training prerequisites)
and an end (terminal behavior of the students). The milestones along the road
are the performance objectives of the course; the student progresses on the road
by passing each objective.

Task Analysis

How one derives performance objectives is, of course, the critical question in
ISD. The writer's bias is clear: there is currently no prescriptive methodology
sufficiently detailed that a typical military instructor can conduct a thorough
front-end analysis. Therefore, the following discussion assumes an Instructional
design team made up of (1) experts on the tasks to be trained and (2) instructional
technologists.

Assumptions of any task analysis are that job behavior is organized and that clever
analysis of a job will uncover that organization. Recently, the trend has been
to break down jobs into increasingly more specific tasks. These breakdowns are
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typically referred to as learning or instructional hierarchies (e.g., Brock, 1977a;
Malone, DeLong, Farris and Krumm, 1976; Brock and DeLong, 1975).

For the designer of performance tests, a well defined hierarchy of tasks can
aid him in determining precisely what inferences can be drawn from his tests.
For instance, if a task at the top of a hierarchy is to be tested, one can rea-
sonably infer that all the tasks necessary to support that task have been learned,
e.g., if a technician locates a series of malfunctions in an automobile's elec-
trical system, one can infer that he or she can remove a distributor cap. How-
ever, the inverse is not true: it cannot be inferred that a technician can
locate malfunctions in an electrical system because he or she can remove a
distributor cap, change spark plugs, or perform other equally low level tasks.

The same is true regarding knowledge and skills. If a person can troubleshoot
this electrical system, it seems reasonable to infer that the person has sufficient
knowledge (e.g., electrical theory, general electrical system principles) for
the job. However, just because the technician can answer a series of questions
about electrical theory does not warrant the inference that he or she is a com-
petent troubleshooter. This point has been discussed in earlier papers in this
symposium (e.g., Crawford and Brock, 1977). It is the failure to understand

and discern these hierarchical relationships within task clusters which has
created much bad instruction and many irrelevant performance measures.

The overt skill hierarchy is reasonably easy to derive. Many jobs are either
sequenced (e.g., missile firing) or repetitive (e.g., assembling electronic
components). Higher level skills (e.g., flying an airplane) are more difficult
to organize but the process is essentially the same. The writer has had good
experience by simply asking the question of the job expert, "What does he have
to do to accomplish X?" This question is asked until a reasonably low level
of behavior is reached. "Reasonable" is extraordinarily difficult to define,
but agreement as to what is reasonable in a specific setting is usually quite
quickly reached (Brock and DeLong, 1975; Brock, 1977a).

The difficulty in hierarchical derivation comes when the nonobservable skill
and knowledge elements must be articulated. These become inportant to the
instructional designer not only because he has to identify what he wants to

teach, but also because it is the primary guide to what and how to test. For
instance, to use what is fast becoming a hackneyed example, let us assume that
one wishes to determine if a technician can locate a series of malfunctions in

an automobile electrical system. Let us further assume that we do not have an
automobile, or at least one into which we can insert known malfunctions. The
earlier discussion warned what cannot be inferred; however, by a clear analysis
of the skill and knowledge element hierarchy supporting troubleshooting of the
electrical system, tests can be designed which can measure up the hierarchy to
some specific level. By this technique, the trainer at least has precise under-
standing of what the student can do.

Figure 2 is an example of a task hierarchy for a pilot in the F-14 fighter air-
craft. Measurement of performance in a MACH 1.5 jet aircraft is difficult at
best; earlier papers in this conference make that clear (Vreuls, 1977). However,
if a test designer could test the second level of tasks in the hierarchy in
Figure 2 (PSUS 1-1-1 through PSUS 1-6-1), could not a reasonable inference be
made about the pilot's ability to establish an initial search configuration?
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!
Testing performs many functions in an instructional program; the evaluation of
instructional system function will be discussed in detail below. However, if
one looks at Figure 2, one can perceive a series of performance tests which serv

*A as milestones and diagnostic instruments for the students, location markers for
the course managers, and trouble lights for the instructional designer. Addition-
ally, it is clearly preferable to identify that a student cannot set his radar
in the proper mode prior to his flying the airplane.

Several theoreticians have attempted to build hierarchical learning categories
(e.g., Bloom, 1956; Krathwohl, Bloom and Masia, 1964; Gagne, 1970; Merrill, 1971a;
Markle and Tieman, 1973). If a task can be fitted to a category, then it can be
fitted into a prestructured hierarchy as well. If the characteristics of a par-
ticular category are well defined, then a technology on how to (1) train the be-
havior and (2) measure the behavior can be evolved.

The writer has devised a scheme for translating observable task behaviors into
one of several learning category systems (Brock, 1976, 1977a). Figure 3 lists
the behavioral categories as they were applied in the F-14 ISD process; Figure 4
is an algorithm which was used to assign tasks to a particular category.

The task category system can also be used to assign specific tasks to particular
testing techniques. A high-fidelity simulator is not necessarily the best place
--or even an adequate place--to measure some kinds of task performance. Behavioral
categories 6 and 7 appear to be best tested in a classroom or learning carrel
which minimize irrelevant cues. For example, solving an intercept geometry pro-
blem is a highly cognitive skill that requires much practice. To measure this
skill while "flying" a simulator (with all its attendant problems) is unreasonable.
This type of classroom cognitive test process has been successful with surface
Navy officers (McCutcheon and Brock, 1971; Brock, 1972).

The tasks in categories 4 and 5 are those that require the high fidelity of a
Weapon System Trainer for testing (e.g., flight maneuvers for the pilot and
complex search procedures for the Navy Flight Officer).

Categories 1, 2, and 3 will be best tested in dynamic part-task trainers that
only need to simulate key subsystem cues and responses. The kind of part-task
training developed by Crawford (1976) for the S-3A Viking aircraft allows efficient
testing of the skills in these categories.

The point of all this activity is to bring to the test design stage a set of job
tasks and their supporting skill and knowledge elements; in other words, the
front-end analysis gives the instructional design team the data base from which
they can proceed.

ISD Test Design

Figure 5 presents the CNET ISD flow chart for the construction of job perform-
ance measures. The ten steps which are shown stem from a task analysis such as
the one described above. The CNET guide states, "Once the decision has been made
as to which tasks will be trained, it is necessary to construct performance mea-
sures to test whether individuals can perform the tasks. These job performance
measures (JPMs) become the fundamental basis for the development and control of
training since they are the measure of the success of training" (NAVEDTRA 106A,
1975, p. 156).
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iVe CNET model makes an important distinction between job performance measures (JPMs)

.ilJ job performance tests. A JPM is written at the task level and can measure

one or more complete tasks. A job performance rest is a test used to determine

whether or how well an individual can perform a job. It is the writer's belief
that too much is made of this distinction in an instructional system which is

presumed to be job relevant. In such a system, the job performance tests should

simply be aggregates of JPMs.

Many of the issues -aised in this conference are discussed in the CNET model:

predictive validity, physical fidelity, simulation, and unitary versus multiple

tasks. Although the discussion in the model may be adequate for the intended

readership, it falls short of being prescriptive.

it does not seem appropriate to detail each step in the CNET model of JPN design.
Suffice to say that the ten steps (Figure 5) represent a reasonable approach
which is discussed in detail in the model. Even with examples, however, the

criteria for making decisions about what and how to test are frustratingly vague.
For instance, constraints such as time, money, and manpower are discussed as

reasons for a JPM to be less than actual job performance. However, how to maxi-

mize one's test within these constraints is not discussed. The section on mea-

suring product or process is only slightly more illuminating.

The writer will discuss the R&D implications of this discussion in a later section

of this paper. For the moment, it will suffice to say that if the hierarchical
front-end analysis described above is performed, many of the traditional barriers

to deciding what to measure will be overcome. Deciding how to measure those be-

haviors will also be facilitated, but not to the extent that the "what" question
is answered.

EVALUATION OF INSTRUCTIONAL SYSTEMS

The evaluation of instructional systems has been the subject of books (e.g.,
LCronlund, 1968), complete issues of journals (e.g., Tiemann, 1976), and running

series in journals (e.g., Elsbree and Howe, 1977). To review all the literature
overwhelms the writer, it not the reader. Therefore, this section of the paper
will touch on some of the models for the evaluation of instruction and discuss

performance testing in the context of those models.

On the surface, one is tempted to ask, "So, what's the problem?" The Services

want to train performance; therefore, the quality of a particular instructional

svs.,i is reflected in how well the students perform the objectives of the system.

As this conference has pointed out several times, the problem is how to measure
performance. It has been suggested above that the failure to adequately specify

what to measure has also created problems. If the how and the what are resolved,

is the problem of evaluating instructional systems resolved? Is further discus-

sion necessary?

As it turns out--and this should come as no surprise--some further discussion is

appropriate. A model for evaluation is still lacking; primarily, there is a lack
of prescription for where evaluation of the system fits, when evaluation should be

done, and what should be done with the results of any evaluation.
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Brethower and Rummier (1977) propose three general systems models which will be
discussed in the context of both performance testing and the military system.
Figure 6 presents these three systems.

The ballistic system is of little concern to the designer of performance measures,
since there is no need to measure the system output. The guided system fits the
more traditional military training system. Assume that the circle with the X in
it is the measurement point for system evaluation. In performance oriented in-
struction, this would be the place for the evaluative performance test. Number
of students meeting some predetermined percentage of objectives has been the
traditional quantitative evaluation of this system. In the Navy, an instructional
system has traditionally been judged adequate if 90 percent of the students meet
90 percent of the objective. The danger of this kind of evaluation will be dis-
cussed below.

The adaptive system provides for two points of evaluation; one immediately after
training, a second on the job. It is this last model that most fully exploits
the front-end analysis technology discussed above. The first evaluation point
measures how well the system objectives are being met; the second point measures
how well the instructional system is meeting the needs of the operational system.
It is only in an adaptive system, with its appropriate feedback loops, that the
instructional system has the necessary information to change its objectives.

The danger in both the guided and adaptive systems is the seductiveness of
quantitative data such as the 90/90 criterion cited above. Let us assume that
in a pilot training program there are one hundred objectives. Let us further
assume that 95 percent of the pilot students are meeting better than 90 percent
of the course objectives. With such a gross measure, no trouble in the system
is indicated. However, a careful look at what objectives are not being met
could identify symptoms of an ailing instructional program, e.g., 90 percent of
the students not being able to eject.

Performance testing of students at the completion of training only makes sense
if a qualitative analysis of the performance tests is made. For a complete dis-
cussion of training effectiveness evaluation, the reader is referred to Semple
(1974). He refers to four levels of instructional system evaluation, which are
based upon work done by Jeantheau (1971), as summarized by Blaiwes, Puig and
Regan (1973). The first three of these levels can be performed within the sys-
tem; the guided and adaptive systems are equally able to be evaluated at these
levels.

The first level of evaluation is qualitative. Content, methods, media, and
procedures are examined in terms of particular objectives being met or not met.
Sources other than performance measures are used; however, the writer views

them as secondary.

The second level of evaluation is non-comparative performance measurement. Es-
sentially, this means testing the student's performance before, during, and after
training. The degree of improved student performance is, presumably, highly cor-
related with the quality of the instructor.

The third level involves comparative measurement. Two Instructional systems with
the same objectives are compared on how well the objectives are met. Typically,
this kind of comparison would only be possible for small units of instruction or
alternative training devices.
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The fourth level is only available with the adaptive model: transfer of training
--the comparative measurement of task performance in an operational situation.
Note that on the face of it, this is a different definition of transfer than one
normally encounters.

Typically, transfer is an attempt to measure the effect of learning one task on
learning a different task (Roscoe, 1971). A typical design of such a study might
have one group of subjects learn a pursuit rotor task before, say, a finger maze
task; a second group would learn only the finger miaze. If the pursuit rotor
group learns the finger maze more quickly or better on some dimension, transfer
is implied. Semple (1974) does not make clear that this is his measuring of
transfer. However, the implication is that job environments are different enough
from training environments that transfer refers to the degree the graduate can
perform on-the-job because of his learned performance in the instructional system.

What is herein proposed is the adaptive model of instructional system evaluation
based upon at least two measures of performance: (1) at the completion of the
instruction and (2) in the job environment. The first measure is an indicator
of the internal state of the system--is the system meeting its objectives? The
second measure is, first of all, an indicator of how well the system is meeting
the needs of the concumer and, secondly, how much of the instruction is staying
with the graduate of the system. Without both measures, information about in-
structional systems will continue to lack explicitness and, therefore, to provide
the feedback necessary for appropriate corrective actions to be taken.

Most of the literature in performance measurement in instructional systems addresses
evaluating student performance in order to discover something about the student
(e.g., Merrill, 1971; Glaser and Klaus, 1962). This discussion has attempted to
point out issues in using these same tests to evaluate instruction. There are
se'eral areas left undiscussed; experimental designs come to mind and, as a sub-
set of that, statistical techniques which could apply to performance evaluations
of instructional systems.

For the former, the reader is referred to Blumenfeld and Holland (1971) who make
an ardent appeal for control groups and Brenthower and Rummier (1977) who offer
alternatives to the control group design. For the latter, the writer suggests
any good statistics text (e.g., Edwards, 1968) or, for a Bayesian procedure,
Hambleton and Novick (1973).

The writer's own experience is that one does as well as he can. Instructional
systems anJ devices get evaluated, often by measuring the performance of students
and nonstudents. To cite a few, performance measurement techniques have been
used to evaluate electronic maintenance training systems (e.g., Daniels, Datta,
Gardner and Modrick, 1975; Wright and Campbell, 1975), driving simulators (Bishop,
1967; Edwards, Hahn and Fleishman, 1969); a welding simulator (Abrams, Safarjan
and Wells, 1973); and aircrew training devices (Cream, Eggemeir and Klein, 1975).
While none of these studies meets the elegance of formal experiments, their
findings appear valid and much is known of the systems and devices of concern.

The need still exists for a systematic approach to instructional system design.
Typically, system evaluation designs are driven by constraints rather than by
needs. As the need for more efficient and effective instructional systems is
felt, improved evaluation models exploiting performance measurement techniques

should be forthcoming.
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CONCLUSIONS AND RECOMMENDATIONS

Much is known about designing instructional systems; the emphasis on designing
a system from valid performance tests is healthy. A prescription for the design
of performance tests is lacking and research in this area is urgently needed.

As a follow-up to the above, a major R&D effort should be instigated on the deve-
lopment of job aids--possibly computer supported--for the designers of performance
tests.

The requirement for two performance test points to evaluate instruction is manifest.
Anderson, Laabs, Pickering and Winchell (1977) have proposed a comprehensive job
proficiency assessment system. This proposal deserves the highest attention and
should be supported.

And finally, performance test design based on front-end analysis and instructional
system evaluation must be treated by ISD technicians as the beginning and end of
a single process. Integration of instructional design functions will not only eliminate
duplication of effort but will produce congruent instruction, measurement, and jobs.
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Figure 1. The CNET ISD Process (NAVEDTRA 106A, 1975)
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BEHAVIORIAL CATEGORIES

REACTIVE DECISIVE
BEHAVIOR 2 f 3 4[ 5 6 V ] BEHAVIOR

FUNCTIONAL - COGNITIVE

MACHINE HUMAN

Each task may be described by the following behavior:

1. A specific operator response to a system-generated stimulus.

2. A specific set of operator responses initiated by a system stimulus.

3. A set of operator responses initiated by a system's stimuli.

4. A situation in which the operator ferrets out system and environmental
stimuli and makes sets of responses.

5. A situation in which the operator discriminates among system and
environmental stimuli.

6. A situation in which the operator applies concepts and rules to
system and environmental stimulus situations.

7. A situation in which the operator solves unique problems with
system and environmental stimuli.

Figure 3. Behavioral category for F-14 weapons
system operation (Brock, 1976).
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3 BEUAVIOPAL CATEGORY ASK TIlE QUESTION:

Does the system produce a simple stimulus
and does the operator make a single response?

I If the inswer is:

YES, then use 1 NO, then ASK THE QUESTION:

Does the system produce a simple stimulus
and does the operator make a sequence of
responses?

If the answer is:

YES, then use 2 NO, then ASK THE QUESTION:

Do the system produce a simple stimulus
followed by an operator response (or responses)
which produces a second stimulus which pro-
duces a second response, etc.?

If the answer is:

YES, then use 3 NO, then ASK THE QUESTION:

Does the operator actively interact with the
system and environment, attending to selected
stimuli and making appropriate responses?

If the answer is:

YES, then use 4 NO, then ASK THE QUESTION:

Is the operator presented with discrete sets
of system and environmental stimuli ane must
he distinguish among them?

If the answer is:

YES, then use 5 NO, then ASK THE QUESTION:

Can the operator completely respond to the
environmental and system stimuli by applying
set rules and concepts?

If the answer is:

YES, then use 6 NO, then ASK THE QUESTION:

:lust the operator make unique responses to an
infinite combination of environmental and
system stimuli?

If the answer is:

YES, then use 7 NO, then REEVALUATE THE BEAIVIOr.

Figure 4. Behavioral category selection algorithm (Brock, 1977a).
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FOR TRAINING DETERMINE
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OR BOTH SHOULD PLANBE MEASURED

2.2 2.8

DETERMINE CONSTRUCT JPMs
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REQUIREMENTS PROCEDURES

2.3 2.9

DETERMINE VALIDATE
JPM AND

CONDITIONS REVISE

2.4 2.10

DETERMINE BLOCK
JPM 15
CUES

2.5

Figure 5. Flowchart of CNET ISD Block 1.3: Construct Job

Performance Measures (NAVEDTRA 106A, 1975, Figure 1.18).
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II

I

SI. A BALLISTIC SYSTEM

(has input-output only)

inputs Processing outputs
- System -

2. A GUIDED SYSTEM

(has input-output,
can correct its output)

inputs Processing outputs

~SystemI

Lfeedback

3. AN ADAPTIVE SYSTEM

(has input-output,
can correct its output,

can change its goal)
i' P r o c e s s in gytm' ' Receiving " Sse

Lfeedback

feedback

Figure 6. General Systems Model (Brethower and Rummler, 1977, p. 106).
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ON THE MEASUREMENT OF MAN-MACHINE PERFORMANCE

Robert R. Mackie
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ABSTRACT

Some fundamental characteristics of man-machine systems
that affect performance measurement methodology are con-
sidered. Each of the following elements of man-machine

performance measurement is then discussed:

1. Deciding what one wishes to learn from the
man-machine performance measurement in terms of broad

system objectives.

2. Identifying appropriate operational criteria.

3. Designing a comprehensive test scenario.

4. Selecting the most appropriate test environment.

5. Selecting and training the test personnel.

6. Developing a suitable data collection
methodology.

7. Analyzing and synthesizing the data into

operationally meaningful evaluations.

SOME FUNDAMENTAL CHARACTERISTICS OF MAN-MACHINE

SYSTEMS THAT AFFECT PERFORMANCE MEASUREMENT

Man-Machine Systems Are Goal-Oriented

There are a number of characteristics of man-machine systems that influence the
approach to performance measurement in these systems. The most fundamental is

that man-machine systems are by nature goal-oriented. Meister (1976) has pointed
out that,"The common element in all definitions of a man-machine system is the
concept of purposiveness. Since the man-machine system is an artificial creation,

its characteristics depend on the purpose of its creator." It follows that, to

appropriately measure man-machine systems performance, one must identify criteria

that reflect the goals of the system. A problem, however, is that there are many
different goals associated with different levels of the system. The most general

or highest level system objectives often do not directly reflect very much about

the performance of the subsystems at lower levels within the system.

Meister has also pointed out that, because the operator is a subsystem of man-
machine systems, the overall goals of the system must control his behavior. He

is effective when he implements these goals and ineffective when he does not.

The significance of his behavior in terms of its effect on the overall system

can be determined only in relation to these goals.
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MaIn-Machine Systems Are Hierarchical

A second feature that influences performance measurement in man-machine systems
is tht, except for the unique case of a single operator and machine operating
in isolation, man-machine systems contain a hierarchy of subsystems, each higher
1./vel being composed of systems at lower levels. As Meister has noted, the con-
cept of system level is important because higher-order subsystems may have pro-
perties of complexity and dependency that are not found in lower-level subsystems.
Further, the interaction between different systems levels is obviously of consid-

erable consequence for overall system functioning.

Man-Machine Systems Vary in Determinacy

A third aspect of man-machine systems that significantly impacts performance
measurement methodology is the degree of determinacy associated with the system.
To quote Meister (1976) again:

The theme that runs through various systems is one of
probability; in determinate systems the probability of
occurrence of certain events (inputs, procedures, out-
puts) is high. In indeterminate systems, the probability
is lower. Where the probability is low, the operator

must make choices among responses; hence, indeterminate

systems require the use of complex decision-making pro-

cesses and determinate ones do not. (p. 15)

In measuring man-machine system performance, we are concerned with the processes
by which inputs to the system are transformed into stimuli to the operators of
the system, and, after some form of processing, are transformed first into opera-

tor outputs and then into system outputs.

Mhen input uncertainty is high, the system possesses a large amount of indeterminacy.
It should be noted that a system may be highly indeterminate even at the lowest
levels in its hierarchy. For example, a sonar operator may be called upon to
make judgments concerning the source of an uncertain target signal. These judg-
ments become inputs to tactical decision making at all higher levels in the sys-
tem hierarchy, but they involve a great deal of uncertainty. As a consequence,
decisions at the higher levels cannot be fully understood, much less evaluated,
unless the uncertainty at each lower level can be identified. Since uncertainties
in a system may have many sources, the evaluation of system output must take as
many of these sources into account as possible.

THE ELEMENTS OF MAN-MACHINE PERFORMANCE MEASUREMENT

Because it involves the behavior of people, man-machine performance measurement
is subject to the same complexities and constraints regarding the drawing of
defensible conclusions as are psychological experiments. There are problems of

experimental control, of properly handling all operationally significant variables,
of the realism of inputs and their proper description, and of measurement of the
many categories of response throughout the system hierarchy. There are also the
issues of replication of results, repeated trials, representativeness of subjects,
and, in general, experimental designs that are adequate to answer the questions
being asked. Since man-machine performance measurement can be quite costly, it
seems inescapable that compromises between practicality and experimental elegance

will have to be made.
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However those compromises are made, the measurement of man-machine system per-
formance includes at least the following elements:

1. The definition of what one wishes to know as a result of performance
measurement.

2. The identification of appropriate operational criteria.

3. The design of a comprehensive test scenario.

4. The selection of the best test environment.

5. The selection and training of test personnel.

6. The development of data collection methodology.

7. The analysis and synthesis of data into operationally meaningful
evaluations.

These steps are highly interdependent and each is firmly related to the overall
system objectives (Figure 1).

Identifying What One Wishes to Learn

We started by noting the goal-oriented nature of man-machine systems. Before
suitable criterion measures of man-machine performance can be selected, it is
evident that one must be clear about what system goals are the object of concern;
that is, what questions the performance measurement is expected to answer. As
obvious as this sounds, investigators do not always clearly identify these
questions.

Meister (1976) distinguishes between system, mission, and personnel performance
criteria, reflecting quite different requirements for man-machine performance
measurement.

Sy.stem-descriptive criteria include reliability, main-
tainability, survivability, vulnerability, cost,
acceptability, effectiveness (output), and efficiency
(output divided by cost). Mission-descriptive criteria
include output quantity and accuracy, reaction time, and
queues and delays. Personnel performance criteria are
associated with individual operators and crew responses:
reaction time, accuracy, and response variability (pp. 12-13).

In the measurement of man-machine systems performance, we may to some degree be
concerned with all three of the types of system goals implied by these criteria.
Since systems are hierarchical, we must be concerned with the performance of
individual operators throughout the hierarchy. We must eventually be able to
relate performance at each level to broader mission criteria. Since this paper
focuses on man-machine performance, however, we will be less concerned with such
factors as system reliability and maintainability because, despite their obvious
relevance, they are not a direct reflection of performance per se. The same can
be said for criteria such as vulnerability; however, we may well be concerned with
the operability of the system in the event of casualties to either personnel or
equipment (i.e., ability to operate in a degraded mode).

325

S.a



' i stir has further noted that, because these three classes of criteria define
'1re different aspects Of systems, the invest igator may well obtain different

eva lat ion out omes , depending u, pon which type hI uses. In fact , much of the
,i ;Iticul t in interpret ing behavioral effects, he feels, results from the investi-
.tor's use of multiple criteria. However, ie is quick to point out that a single.
riterion mav produce an erroneous p ictIre of system performance, and concludes
ht at least two types of measures (individual and system) are required to de-

s criblhe the svstem meaningfullv; neither measure alone can supply adequate( data.

cwever one feels about this argument, emphasis in man-machine performance
::easurement clearly must be upon total system operation as opposed to the partial
task performance sometimes examined in the more limited context of skill evaluation.
It was noted earlier, however, that total system output often cannot be understood
if it is not relatable to the performance of individual operators within the system.
In this sense, there is little distinction, I believe, between man-machine perform-
ance measurement and team performance measurement. Both imply the ability to identi-

'and assess performance at all levels in the system (team) hierarchy. Glaser,
Clanzer, and Morten (1955), in performing detailed job analyses of the functioning
,oI Navy CIC teams, found it desirable to break down every act of the team members
into three elements: input, the signals or stimuli that elicit the behavior;
process, the response; and output, the signal or stimuli resulting from the
process. It was noted that the output can usually be linked to the next act
performed by the team since the output of one member usually becomes the input
of another. This three-stage description of events seems indistinguishable from
the functioning of man-machine systems. Certainly, the criteria of man-machine
system performance must be relatable to input and processing variables, as well
,s to output throughout the hierarchy.

Identification of Appropriate Operational Criteria

The question of what one wishes to learn from man-machine performance measurement
heavily influences the selection of operational criteria. In general, global
measures of operational (combat) capability are not diagnostic of subsystem
performance capabilities and limitations. Subordinate criteria will almost
certainly have to be identified if the system output is 'o be related to man-
machine performance at lower levels in the hierarchy, upoa which it is certainly
dependent.

It should be noted that criteria that are useful for engineering tests are not
necessarily meaningful for operational readiness tests. For instance, a commonly
used criterion of sonar system performance, the recognition differential, is de-
fined as that level of signal strength that produces, with an alerted operator
in the loop, a probability of detection of 0.5 for some specified false alarm
rate. Such a criterion may be useful for comparing the detection sensitivity
of System A with that of System B. For a test of more general detection per-
formance capability, however, one might be more concerned with the signal strength
required for a higher probability of detection under nonalerted conditions. If
one infers, from the value of the recognition differential, some corresponding
level of operational performance under routine watchstanding conditions, there
is adangerof seriously overestimating that level.

rn weapons system trainers, instructor personnel often report that they are able
to "sense" the proficiency level of the personnel whose performance they observe.
It is obvious, however, that in most complex weapons systems it is a practical
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impossibility for an observer to even observe, much less record, the mulLitude
of inputs and outputs of the various man-machin, subsystems or to determine how
the performance of one component of a subsystem affects the performance of th~e
others and the t(ntal system output. The typical procedure in postexercise ana-
lysis is to focus or, sucni global criteria as bo' many friondly ut its were ]ct
to enemy action, hlow mann missiles were fired at the ellmy and with %J.at results,
how effective the search or intercept plan was, and so forth. Whilc these MaN
be regarded as some of the ultimate criteria of interest, they provide little if
any Information about the strengths ard weaknesses of ;b.systcm components, about
problems of team coordination, or even why a partioclar operation was or was not
imilitarily successful. In fact, it has long been recognized that the hit/miss

criterion of combat team performance is a very unreliable one; a hit may result
despite very poor performance in some subsystem elements, or a miss may occur
because of a variety of uncontrollable factors despite excellent, well-coordinated
team performance.

To fully understand the performance of a man-machine system at all levels in its
hierarchy, it thus becomes necessary to identify a corresponding hierarchy of
performance criterion variables. These can range from the most elementary type
of action engaged in by a single operator in the system (speed of button pushing)
to the very global measures of team output which, in the extreme, may simply
reflect whether the attacking unit or the attacked unit was the survivor. An
attempt to convey an impression of such a hierarchy is reflected in Figure 2
which we somewhat arbitrarily have divided into three levels using classical
descriptors: proximate criteria (Level 1); intermediate criteria (here shown
as Levels 2, 3, and 4); and ultimate criteria (Level 5).

The examples in this illustration relate to the Navy Tactical Data System (NTDS).

They do not reflect a full analysis of NTDC operations but are sufficiently ex-
haustive to convey the concept of a hierarchy of criteria. Level 1 includes many
of the basic operator and user activities essential to NTDS functioning. The
relationship of some of the measures at this level to eventual mission success is
not always obvious. Levels 2, 3, and 4 progressively reflect more and more direct
consequences for mission success. In the case of Level 4, the criterion measures
begin to involve very consequential decision-making activities. It is probably
true that more decision-making is associated with the higher levels of a system;
that is, there is more indeterminacy there but, as pointed out earlier, very con-
sequential decisions can occur at the lowest levels as well. Finally, Level 5
includes a variety of criterion measures that essentially reflect the outcome
of the engagement. These are the ultimate criteria that are usually employed
in postexercise evaluations.

The connected Items in Figure 2 trace one example of how performance criteria
at different levels in the system might relate to one another. At Level 1, the
number of unnecessary actions, such as operating mode changes made by a console
operator, may affect the time taken (at Level 2) to enter a new track which, in
turn, influences the time taken for the target to be classified (Level 3), which
influences the decision to launch an interceptor and thus the intercept attack
time (Level 4) which, finally, affects the distance from the target's weapon
release point at which the target is engaged (Level 5).

It will be noted that many of the performance criteria at Level 1 simply have to
do with the time taken to process system inputs and to transmit an output to the
next level. However, it is clear that accuracy of response is also quite important.

327I



In fact, timeliness and accuracy of response are pervasive dimensions of perform-

m'nce criteria at all levels in the hierarchy. At higher levels in the system,

corrective actions also appear as important performance criteria. More about

this criterion measure later.

An important thing to note about the figure is that all of these criteria, at
least for a system like NTDS, are potentially measurable. In spite of this, some
of the most s'gnificant behavioral criteria are not identified. This is the
b'Cbavior that has to do with the human (or machine) processes that intervwne

between input and output. These are often the largest sources of variability

insof-r as the human element of a system is concerned and, in many man-machine

system contexts, may be the most consequential criteria of all.

Design of the Test Scenario

It is clear that the outcome of any measurement of man-machine performance is

largely determined by the characteristics of the test scenario. If the purpose

is to determine whether system personnel are capable of performing combat tasks
(i.e., their operational readiness), the characteristics of the mission scenario

are critically important, particularly with respect to such variables as inform-

ation load, complexity of responses, available decision time, system degradation

due to environmental factors, and so forth. Since operators respond to stimuli,

not raw system inputs, complete realism in the stimulus presentation is usually

absolutely essential if a meaningful appraisal of system capability is to be

achieved. This is an often neglected aspect of man-machine performance evalua-

tions, particularly of tests conducted in system simulators. The variables that
affect system inputs (i.e., signal features) may affect man and machine quite

differently. For example, there is no question but that a machine is a far

better detector than man of very low intensity signals in noise, provided the

signals are steady state. Conversely, man may be a much better detector of

transients or of signals whose temporal and spatial characteristics are highly

variable or unpredictable.

The types of variables most likely to be included in a test scenario are tile

characteristics of friendly and adversary weapon systems, the type and number
of targets that are encountered and where they will be encountered, and various

environmental factors that may affect tactical alternatives.

Among the many variables that can markedly influence man-machine performance but

which often are not appropriately reflected in the test scenario, especially
when the test is conducted in a simulator, are:

1. Information load (note that man-machine systems performance may degrade

under either very high or very low information loads).

2. Task duration (experimental task durations are often far shorter than
real-life operational tasks).

3. Degree of operator alertedness (usually much higher than in routine
operat ions).

4. As noted earlier, various aspects of stimulus (input) realism that may

::i.irkedly affect such critical behaviors as probability of target detection,

specd of localization, and accuracy of classification.
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In addition to its problem content, another highly important characteristic of
the test scenario is its provision for gathering reliable performance measures.
In this respect it is quite like other tests involving human behavior whose

reliability heavily depends on multiple samples and/or repeated observations.

In his excellent review of team performance, Glanzer (1962) emphasized that

team training programs are often least satisfactory in the manner of proficiency

measurement because, when team proficiency measures are used, they tend to be

restricted to one or very few problems. If the performance test has relatively

few "items," it is also likely to have low reliability. One technique suggested

by Glanzer to compensate for the single-item character of team performance tests

is multiple scoring of individuals within the team. Since each team member

usually carries out several acts, it is possible to derive a score based oil

several acts for each individual. This, he felt, would be an important supportive

technique in measuring the team's efficiency. Because it is possible to have the

majority of individual members of a team do well and yet have the team function
poorly as a unit, this technique might focus on the possible causes of poor

team performance.

Also related to performance test reliability is the problem of changes in per-

formance as a function of time. Meister (1976) has noted that the responses of

operator personnel change over time as a consequence of input changes, practice,

fatigue, and motivational variability. In contrast to the typically very slow

changes that occur in equipment characteristics and outputs, which may require

thousands of operational cycles to manifest themselves, changes in operator be-

havior occur quite rapidly, often within a signle mission or operational cycle.

Such changes, generally speaking, are a source of unwanted variance and, there-

fore, unreliability in the performance test results, although for some evaluative

purposes they may be of interest in themselves.

Finally, it should be noted that the reliability of performance tests can be

enhanced by incorporating into the test scenario several opportunities for each

team member to perform various critical operational tasks under similar, but

not identical, circumstances. If several such performances are separately

measured, then the results, as with all behavioral testing, are more likely to

be reliable. This approach is more feasible, of course, if the test occurs in

a system simulator than if it occurs in the operational environment. Partially

repeatable problems are achievable in simulators by clever programming of the

system inputs. For example, it can be arranged so that no matter what tactical

actions are taken by the team, a particular target type is encountered at the

desired time in the scenario, at the desired bearing and range, and makes the

desired maneuvers. Such elements of problem control, and thus repeatability,

are obviously difficult if not impossible to achieve in the operational environment.

This leads to the next consideration, the choice of test environment.

Selection of the Test Environment

Perhaps the most significant choice facing the designer of a man-machine perform-

ance test is that of whether the test will be conducted in the operational environ-

ment or, if one exists, in a suitable operational simulator. The real environment

is obviously the one of greatest apparent operational relevance; for a measurement

point of view, however, the simulator environment can provide a multitude of

advantages.
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The possibilities for inclusion of all relevant variables in the test scenario
are closely related to the selection of the test environment. There appear to
be three basic alternatives:

1. The operational environment is used and the problem scenario is specified
in general, but all encounters, system inputs, and environmental factors are
essentially uncontrolled. This is the approach most frequently used for opera-
tional tests and evaluations.

2. The mixed operational/simulation approach in which one or more elements
of the problem scenario are artifically controlled, but the operating environ-
ment and equipment are real. An example is the injection of artificial or re-
corded target signals with known characteristics at specified times into an
otherwise normally operating system.

3. Full-scale simulation in which the inputs to the system, the equipment,
and the operating environment are specifiable, controllable, and have various
degrees of realism. The equipment may or may not be functionally identical to
the operational system, although an attempt usually is made for the man-machine
interface to be so.

Each of the above choices usually leaves the investigator with some methodological
problems. Perhaps the greatest advantage of the operational environment is its
unchallenged "realism." However, it must be recognized that any measurement
conducted in the operational environment is likely to be contaminated by a mul-
titude of uncontrolled variables. Consequently, the operational test may or may
not be representative of the operational capability of the system since available
resources usually do not permit the conduct of repeated observations under dif-
ferent environmental conditions. In other words, the outcome may very well be
unreliable. In contrast, repeated measures of performance in the system simu-
lator are often readily achievable; the problem here, of course, is that not all
influential real-world variables may be effectively simulated or even identified.

Among the problems often associated with man-machine performance measurement in
the operational environment is the occurrence of various nonprogrammed and even
unknown inputs, the lack of opportunity for task replication, the fact that sys-
tems often operate in a degraded mode, the possible requirement to measure per-
formance on a not-to-interfere basis, and the fact that the system personnel may
be less under the control of the test officer than in a system simulator.

In terms of the need for task replication, it must be noted that in a complex
man-machine system, operator interdependencies may make it very difficult to
achieve problem standardization. It may very well be a practical impossibility
to specify all of the inputs to the operators and therefore to assess their
outputs. Yet some replication (within limits) is very necessary for a reliable
assessment of man-machine system capability and there seems little douibt that it
can be more readily approached in a simulator than in the operating environment.

On the other hand, it should be noted that many environmental and operational
stresses that may be very important to real-world operations are rarely repre-
sented in a simulator. Among the more obvious ones are motion stress, heat,
noise, vibration, acceleration, atmospheric contamination, extended periods of
sleep loss, boredom, monotony stress, and so on. Obviously, any of these vari-
ables may markedly affect man-machine performiance.
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In addition, when system simulators are used for performance evaluation, a fre-
quent complaint of military personnel is that the simulation is "too perfect"
compared to the presentation typically experienced in the operating environment,
particularly inasmuch as operational equipment often is not found in peak opera-
ting condition. The central issue, of course, is whether the system inputs, on
which everything else depends in either environment, are an appropriate repre-
sentation of the operational problem considering the objectives of the man-machine
performance test.

Finally, whichever environment is used, the experimental procedure should be such
as to reduce the "test" characteristics of the test as much as possible. The
special motivating influence of "test" conditions, perceived as such, requires
little comment. Yet their effects are often overlooked. The unobtrusive injec-
tion of controlled test signals into the otherwise routine operating environment
may be a particularly effective means for achieving this objective.

Selection and Training of Test Personnel

Man-machine performance tests are often conducted as if the tested personnel,
granted that they hold appropriate technical designators, are essentially homo-
geneous in operating skills. In reality, in many military systems there are
large individual differences in operating skills within a given pay grade and
specialty class. Individual differences in skill level are likely to grow, not
to diminish, as systems personnel advance in their careers (Figure 3). As a
consequence, uncontrolled individual differences in personnel skill levels
may have more to do with the outcome of a man-machine performance test than
the other system variables under study.

Related to this problem is the fundamental issue of whether the test designer

wishes to perform the test with "typical" or superior personnel. Clearly, this
depends on the objectives of the test. The problem, however, is that there is
a tendency for operational tests to be conducted using personnel who are superior
performers, either by virtue of their past operational experience, or because
they were given more than routine training in system operation prior to the test,
or both. Thus the man-machine test may well produce an erroneous impression of
how well operational systems like the one under assessment will perform when
more representative personnel and more routine training are employed.

Glanzer (1962) has pointed out the very large role played by individual profici-
ency in team performance. He emphasized that "Skilled activity by an individual
team me!mber means that the individual's responses meet certain requirements of
timing, coordination, and sensitivity to changes in the environmental situation.
Skilled activity by a team means meeting the same requirements."

In a study of the errors made by CIC teams during ship control and gunnery exer-
cises, Glanzer and Glaser (1955a) found that error rates were somewhat higher
for high-ranking team members than for the lower-ranking ones and that only a
small proportion of the errors were corrected within the team. They attributed
this possibly surprising result to the fact that in most cases the responsibility
for correction was not clear. From this and earlier studies, they concluded
that the two principal difficulties characterizing poor team performance were:
(1) errors committed by individual team members, and (2) inefficiency in cor-
recting these errors. They felt that, although more complex factors such as
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"coordination of personnel" might play a role, they were much less prominent
sources of variance in team performance than were the errors of individual
team members and the failure of any member of the team to correct them. From
this, and from an abundance of experimental evidence, we conclude that indivi-
dual differences in operating proficiency are very likely a major source of
variance in man-machine systems performance as well.

Data Collection Methodology

Historically, procedures for collecting man-machine performance data during op-
erational tests have been fraught with difficulties: desirable recording pro-
cedures are likely to interfere with operations, many significant processes are
likely not to be recorded, and data reduction and exercise reconstruction are
often a tedious, time-consuming process.

Recently, significant progress has been made toward overcoming many of these
problems, particularly in computer-centered systems. Perhaps the best known
and most completely developed approach is the Operational Performance Recording
and Evaluation Data System (OPREDS). As used in a system such as NTDS, OPREDS
records, on a common time-base, all inputs to the computer from the system
consoles and all computer outputs back to those consoles. For example, it pro-
vides a continuous on-line record of all operator interactions with the system
computer, together with the identification of the x-y coordinates of all local
and system tracks, and the adjustments made by all operators in updating all
tracks. Data for the fire control system can be captured, beginning from weapon
assignment to time of directed search, lock-on, missile deployment, and splash.

The data reduction program developed for OPREDS will provide a plot of any and
all target tracks known to the NTDS, along with the concurrent time history of
all sequences of team member actions, in an operational sequence diagram format.
In addition, an auxiliary system has been developed that permits the recording
of all voice commentary on the same time line so that, in postanalysis, voice
communications occurring at any particular times of interest can be quickly
selected out and analyzed for content.

The OPREDS system is totally noninterfering with the operational system's hard-
ware, software, and personnel. The recording unit is easily portable, installable
in minutes, and requires only one operator-observer. Recent improvements include
an on-board analysis capability with a time delay of only 1 day following an
operational exercise (Urmston, 1977).

Although OPREDS was developed specifically for performance recording with NTDS,
the concept clearly should be generalizable to any system having a central com-
puter through which all system inputs and outputs flow. The necessity of data
recording devices such as OPREDS for monitoring and recording the performance
of any relatively complex man-machine system is obvious. Clearly there are
severe constraints on how much information any test observer or even group of
observers can monitor; OPREDS makes it possible to automatically and objectively
measure the performance output of individual team members as well as identify
the sequential actions and interactions of various members of the team. It
also promises the opportunity to trace the sources of errors and delays in the
system, and to determine the impact of these on total system performance.
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Exercise reconstruction rarely pinpoints the reasons at the operator level for
good or poor system performance. Usually, neither the critical stimuli nor the
critical responses can be identified. With the development of recording systems
like OPREDS, a great deal of progress can be made toward recording these aspects
of man-machine functioning. Some typical summary data available from OPREDS are
shown in Figure 4. It will be evident that OPREDS does not yet directly yield
evaluative performance measures, although it does provide some extremely useful
beginnings.

Performance Evaluation

There are numerous methodological problems associated with the evaluation of man-
machine performance data. The most fundamental is that, in attempting to assess
man-machine system performance in the operational environment, the maximum achiev-
able performance is often difficult to specify because of the unknown effects of
a wide variety of uncontrolled variables. Thus it may be very difficult to set
a standard of how well the system could have performed. This is one of the con-
siderations that makes the use of system simulators attractive for the measurement
of man-machine system performance. In the simulator, it may be possible to define
the performance of a theoretically perfect man-machine system because appropriate
responses to known system inputs can be much more fully specified.

In the simulator the scenario can be arranged so that the test director knows
"ground truth." Some knowledge of ground truth, that is, the true state of
affairs at the times man-machine system performance are measured, is fundamental
to the assessment of performance. In a test conducted in the operational environ-
ment, an attempt to establish ground truth is usually made through knowledge of
the general scenario design and exercise reconstruction. However, considerable
uncertainty may be associated with this process, even if the total exercise is
highly constrained, which often it is not. For this reason, controlled signal
injection into an actual operational system may be desirable. When signal in-
jection is used, at least a part of the input to the system can be specified
exactly. Thus the output, which represents the combined result of the machine
and man operating on that input, can be assessed with far greater certainty.

The ability to adequately describe the operational environment is also a part of
"1ground truth." While the real-world environment can be described in general
terms, and its effects predicted to some extent on the basis of theory, the
simulator affords the opportunity to vary these effects much more conveniently
and to specify them exactly. However, as noted earlier, many important environ-
mental variables are absent from simulated environments.

Another major problem associated with the evaluation of man-machine performance
data is that the operational scenario is often open-ended in the sense that,
once a sequence of actions begins, subsequent inputs to the scenario are partially
determined by the uncontrolled reactions of the various team members. As noted
earlier, some degree of control can be maintained in the operational setting
through signal injection, or in the simulator through more extensive manipulation
of the entire scenario. But the typically employed "free play" exercise, whether
in the operational environment or in a simulator, places the evaluation of man-
machine performance, except in terms of the most global systems criteria, almost
beyond reach.
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Finally, certain other aspects of man-machine performance evaluation remain
particularly vexing. These include assessing the effect of operator interdep-
endencies (coordination, anticipation) on system output and evaluating outputs
that are made in verbal form. (It should be noted that much of the output of
many man-machine systems is verbal.) Some progress on both of these points has
been made possible through systems such as OPREDS. But more fundamentally, as
noted earlier, many of the critical processing behaviors of operators are not
easily related to their overt outputs. This is, often the system output can
only be examined in terms of superficial operator responses such as button-
pushing. Much of the decision making that takes place in a man-machine system
thus cannot be directly observed or measured and, as noted earlier, indeterminate
systems involve many uncertainties that require decisions at all subsystem levels.
The measurement of decision-making behavior remains a challenge whether that be-
havior occurs in the cerebral cortex of a man or in the algorithm of a computer.
It is in this direction, perhaps, that future research and development work
should move.

Summary and Conclusions

1. Man-machine systems are goal-oriented, hierarchical in nature, and vary
in their degree of determinacy. Each of these characteristics influences how
man-machine performance should be measured.

2. The principal purposes of man-machine performance measurement are to
assess operational readiness and to diagnose sources of deficiency in readiness.
Deficiencies may be associated with system hardware, software, or personnel, or
with the interactions among combinations of these subsystems.

3. Deficiencies in total system output often cannot be understood and
corrected unless they are considered in relation to performance at appropriate
subordinate levels in the system hierarchy.

4. A full description of man-machine system performance requires the speci-
fication of inputs, processing, and output. In many system performance tests,
much data are available on outputs, somewhat less on inputs, and little, if
any, on processing. Understanding the output, and making correct inferences
about the intervening processes, are heavily dependent on how adequately the
inputs are described.

5. Man-machine performance criteria must reflect broad system goals. However,
there is a hierarchy of performance criteria corresponding to different levels
of the system hierarchy that may be quite specific in nature. Global criteria,
such as those typically employed in postexercise reconstruction, are usually very
uninformative about man-machine performance at the subsystem level.

6. In a test of man-machine performance, the test scenario must be designed
to reflect all operational, environmental, and personnel variables that impact on
the ability of the system to achieve its goals. Some variables affecting man-
machine performance that are often neglected, especially when measured in the
system simulator, include operator skill levels, information load (either high
or low), task duration, personnel alertedness, and equipment degradation.
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7. Man-machine performance tests involve all the subtleties of carefully
designed psychological experiments. However, practical constraints nearly always
force serious compromises with respect to the experimental design, particularly
when the test is performed in the operational environment.

8. The likelihood of obtaining reliable man-machine performance measurcs is
a function of the number of measurement opportunities and problem replication. In
the operational environment, full replication of test conditions is probably nCver
achievable; in the simulator environment, it can be dpproximated through manipula-
tion of the scenario.

9. In the simulator environment, the effects of many operationally relevant
stressors are usually absent. These include motion stress, acceleration, heat,
noise, vibration, atmospheric contamination, sleep loss, boredom, and monotony stress.

10. The input variables in simulators used for measuring man-machine perform-
ance are often simplified to the point where many of the complexities encountered
in the operational environment do not arise. Very misleading impressions of per-
formance capability can result.

11. Mixed operational/simulation test environments may represent an optimal
compromise between the need for experimental control, ability to specify the system
inputs, and realistic effects of environmental variables.

12. The practice of using superior or specially trained personnel for man-
machine performance tests can be a source of misleading information concerning
more typical man-machine system performance.

13. Ability to specify "ground truth" is highly important to the evaluation
of the performance of many man-machine systems. This is very difficult to do
with "free play" test scenarios, regardless of the test environment.

14. Recent advances in unobtrusive data recording systems have made it pos-
sible to capture much more detail on man-machine subsystem performance than
heretofore. Nevertheless, much significant processing behavior that may be
important, particularly in nondeterminant systems, is not captured.
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ABSTRACT

The trend over the past decade, which has led to greater

emphasis on performance assessment technology, is briefly

reviewed, and the characteristics of performance assess-
men t research are discussed with special attention to the

criterion problem and the alternative methodologies based

on job-performance, simulation, synthetic-work, and specific-

test techniques. Five future issues for performance assessment

research and development are presented and discussed. These

are: (1) the convergence of this technology with those of

selection, training, and job design to provide for non-

discriminatory personnel practices as required by law;

(2) increased attention to crew, group, team, and unit

performance assessments as differentiated from individual

performances; (3) the development of operator-system trans-

fer functions in order to relate measurements of system

performance with performances of individual human operators;

(4) the need to attend to questions of optimum (or even

appropriate) degrees and kinds of fidelity in simulation

for different usages; and (5) the application of perform-

ance assessment technology in measuring and predicting

operator workloads and in the specification of optimum

loading levels.

As Ben Morgan and I observed last year in our Annual Review of Psychology chapter

on "Engineering Psychology and Human Performance," the trend over the past decade

has been toward ever-broadening applications of human performance research and

performance measurement technology in "the design, maintenance, operation, and

improvement of all kinds of operating systems in which humans are components"

(Alluisi and Morgan, 1976). This symposium on "Productivity Enhancement: Per-

sonnel Performance Assessment in Navy Systems" is yet another demonstration of

the continuation of that trend. Increased emphasis on performance assessments

(i.e., performance measurements and evaluations) is an important constituent of

the trend, and it might be of some use in predicting the future to review briefly

the recent past in this area. By doing so, we shall be able to refresh our

memories on the forces, findings, notions, and needs from several different

directions that have converged to provide a new emphasis and direction to per-

formance assessment technology.

TREND TOWARDS PERFORMANCE ASSESSMENT TECHNOLOGY

Performance Measurement Methodology: Relevance

Ten to 15 years ago, the relevance of the then-current kinds of laboratory research

on human performance was being questioned. Even in the scientific community, doubt

was raised regarding the capability of the findings of such research to be genera-

lized and implemented in practical situations (cf. Chapanis, 1967). Today, these
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are no longer pressing issues, and the questions seem not to be necessary exc.pt

in rare instances of h-ighly "academic" research. Instead, the pressures today
are to provide cost-effectiveness analyses of the applications of research and
development findings, and even to employ analyses of potential cost effectiveness
benefits as part of the criteria for the allocation of resources among different.
alternative, and often competing research and development programs, projects,
tasks, and work units.

In short, "relevance" and potential applicability have come to be accepted as
absolute requirements, and now the trend indicates a need to develop methods
for making estimates of potentials so that cost-effectiveness potentials can
be employed as a strategy in deciding among alternative research and development
efforts. Although this push has doubtless made some differences in the research
and development that is being done, it would be a mistake to conclude that all
of the efforts have been or are going to be changed. Certainly, it can be as-
sumed that some of the efforts were "cost-effective," even if unanalyzed, and
that, in these cases, it has been merely the demonstration of potentials in the
language of managers that has been added to the repertoire of the performance-
assessment researcher. We are following the engineers in this, and we certainly
have a lot yet to learn by way of analytical methods for estimating cost-
effectiveness criteria not only for the selection of which research and develop-
ment alternatives should be supported and to what extent, but also to provide
the necessary leverage for application and implementation of findings and for
demonstration of system life-cycle cost-effectiveness alternatives. It should

be clear that, as these methods are more fully developed and as the potential
(and actual) benefits of "people-oriented" research and development are able to
be expressed in the same management-relevant language that has been used by the
"hardware-oriented" researcher for nearly 20 years, opportunities will be in-
creased for possible shifts in the levels of support and total efforts in the
two areas. Performance-assessment research and development will increase to
the extent of its capability of demonstrating its worth in cost-effectiveness
terms. This assertion is not based on any assumption that requires a logically
consistent management system, but rather on the empirically demonstrable obser-
vation that the behavior of such systems is shaped and maintained by the contingent
probabilities of the applicable reinforcements. Success breeds success, especially
in the research and development arena. Indeed, the promise of success increases
the probr'bility of support, and increased support increases the probability of
success'.

Thus, far from being fearful of the trend, I am extremely optimistic. I believe
that we have only to learn and apply (perhaps after adapting and extending) some

relevant methods from econometrics in order to demonstrate the real and the
potential benefits of performance assessment technology and thereby to "win"
more in the budget-allocation "battles" that must always be fought.

Performance Measurement Methodology: Content

An international symposium was held in Amsterdam during September 1969 at the

instigation of Professor A. Chapanis and under the sponsorship of the International

Ergonomics Association. The presentations made during the symposium served as

the basis for a text on the Measurement of Man at Work (Singleton, Fox, and

Whitfield, 1971). The majority of the 27 papers dealt with performance measure-

ment methodology and the techniques of measuring man at work both in the laboratory

and in the field. The European work tended to be oriented towards the use of
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psychophysiological criterion measures (e.g., heart rate and energy costs), whereas

the American work tended to be oriented towards the use of behavioral measures

(with the British between the two). More importantly, the emphasis of the stud,' s

reported tended to be on atypical rather than the more usual tasks and jobs--e.g..

piloting rather than driving, stress rather than normal conditions of work and

performance, and specialized rather than general populations of workers.

At about the same time, a bit more than a decade ago, a conference at the Aero-

space Medical Research Laboratories led to an American Psychological Association

symposium on "Methodology in the Assessment of Complex Performance" and the

publication of seven papers in an issue of Human Factors specially edited by

W. Dean Chiles (1967). These papers covered questions of methodology and measure-

ment in field research, full-scale mission simulation, factor-analysis-based

tests assembled as a battery in a single apparatus, and the synthetic-work

methodology which also used a battery of tasks, but with the requirement for

time-sharing and multiple-task performances. Among the more important problems

of performance assessment methodology identified were those of (1) the criterion

problem, (2) the taxonomy(ies) of tasks, (3) the reliability of performance

measures, and (4) the role of face validity, especially with regard to the

subject's approach to the work/test situation.

Today, the Europeans are still oriented relatively more towards psychophysionogical

measures than Americans, probably because psychology is more a captive field of

medicine there than here. But both have moved more towards the performance

assessment methodologies that involve task-related performance measurements

and away from the purely psychophysiological and laboratory or "academic-concept-

based" test measurements. The shift is doubtless related to the contingent pro-

babilities; we are finding that we are more often successful in the research and

development efforts based on task-related performance measurements, and less

frequently successful with the other kinds of measurements.

As part of the same trend, and resulting partly from the greater capability for

task-related perfornance measurements provided by advances in technology such as

those that have made possible the newer and more powerful devices like current

flight simulators for research and development as well as training, more and

more studies are dealing with the typical (rather than the atypical) tasks and jobs.

Given that there are so many more persons involved in the "typical" tasks and

jobs than there are in the "atypical," and given the movement towards the use

of cost-effectiveness criteria in deciding among alternative research and develop-

ment programs, it is probable that this trend towards more research on the "normal"

is going to continue. The potential impact of findings that affect a million

workers is much greater than that of findings that affect a few score of workers!

Only one of the four problems of performance assessment methodology cited earlier

seems to be of any great importance today--namely, the criterion problem--and we

shall discuss that more fully in a subsequent section. After some relatively

major efforts directed to the problem of task taxonomies provided advancement,

but no clear solution (Fleishman, 1975) human performance researchers seem to

have adopted the attitude that it may be more difficult to derive appropriate

task taxonomies than to make greater advances directly in the area of performance

assessment methodologies and applications. Although still recognized as a problem

task taxonomies are much less frequently cited as important problems to be given

high priority over other performance assessment problems.
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The reliability of performance measures, and their face validity to the subjects,

hiave both taken on less major roles with the technological capabilities to simu-

late effectively part or all of a given task or job and to measure accurately the

subject's performance. This is not to say that the employment of simulation is

the answer to all the problems of performance assessment methodology, or even
that it is a simple affair; it is neither, and more attention will be given to

this topic later.

Performance Measurement Methodol2 y: Impact from Other Domains

Prescience was shown by Uhlaner (1972) in a paper that calls attention to the

need for converging the selection, training, and job design areas to develop an

optimum methodology for studying the effectiveness of human performance. In

fact, no lesser authority than the U. S. Supreme Court has, knowingly or not,
mandated such a convergence through several relatively recent rulings based on

the Civil Rights Act of 1964. In its well known first equal-employment-opportunity
(EEO)-related decision, the Court proscribed the use of employment tests that

were discriminatory unless the employer could prove job relatedness. That is

to say, if a test employed as a selection device for employment or promotion

resulted in lower proportions of minority groups or women being hired or pro-
moted, the test or tests could not be used unless the user could demonstrate

its validity in predicting job performance.

Then, in its second EEO-related decision the Court, in the case of the Albemarle

Paper Company et al versus Joseph P. Moody et al, addressed the question of what

must be demonstrated for an employer to establish that a selection device, raci-

ally discriminatory in effect although not in intent, is sufficiently "job related"

to conform with the requirements of the Civil Rights Act of 1964. The Court's

ruling supported the federal guidelines on employee selection as a proper admini-
strative interpretation of the Act. It said that a test validated on one job

cannot be used asa selection device for another job unless, by job analysis or

other acceptable methods, it can be demonstrated that there are no significant

differences between the two jobs.

Further, since the Albemarle Paper Company had employed an annual performance
appraisal or "supervisor rating" as the criterion measure against which the

selection device was validated, and since the Court confirmed a broad inter-

pretation of "tests" to include such supervisor ratings, it followed in the

ruling that such supervisor ratings could be used properly as criteria only

when they themselves met the requirements set for selection (and promotion)

devices. That is to say, a vague and general rating (test) could not properly

be used; rather, supervisor ratings could be used only where the criteria actually

used by the supervisors could be determined and demonstrated to be based on

carefully defined job-performance criteria representing behaviors actually re-

quired by the job. In short, the Court affirmed or reaffirmed that performance-

based criteria were required for acceptable validation of selection devices.

There were other important aspects of the Court's "Albemarle" ruling, hut they

are not of primary concern to use here so we shall not dwell on them. They had

to do with the need for (1) use of equivalent job levels in the validation.

(2) minimizing the validation differences between the employee groups that might

be studied in obtaining concurrent validity information and the applicant groups

whose make up might be quite different otherwise (and to whom the validity inform-

ation would be applied as "predictive"), (3) conducting separate validation studies
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of minority and nonminority groups where feasible, (4) considering alternative
nondiscriminatory selection tests or devices, and (5) providing appropriately
high levels of professional attention, care, and judgment in the conduct of
the validation research. The Albemarle decision was handed down by the Court
on 25 June 1975, and its full impact has not yet been felt!

The rulings appear to add up to the following state of affairs: If a woman or
a member of one of the minority groups covered by the Civil Rights Act of 1964
can establish that an employment practice adversely affects the class to which
that person belongs, then the legal burden of proof shifts to the employer to

demonstrate that the standards used for making the decision are job related.
Presentation of a rationale, no matter how logical or historically based, is
not sufficient to establish the job-relatedness of the practice but, rather,
it would be necessary in addition to demonstrate the validity of the practice
in terms of job performance, recognizing that supervisor ratings could be used
as criteria for such validations only to the extent that they could be demon-
strated to be based on carefully defined job-performance criteria. There is
little doubt that performance assessment technology, and personnel and training
technology, must converge. Some of the implications of these rulings with re-
gard to the military manpower management system and such standard practices
regarding selection and classification based on the MOS categorizations will
be discussed in a later section.

All told, the requirements of the times have provided an excellent opportunity
for major increases in performance-assessment research and development, and
for major advancements in the application of performance-assessment technology.
The need can be demonstrated, and to the extent that these demonstrations can

be translated into analyses of potential benefits (in cost-effectiveness terms),
administrative and budgetary support can be increased for this area. It be-
hooves us, then, to consider in greater depth some of the characteristics of
the area.

CHARACTERISTICS OF PERFORMANCE ASSESSMENT RESEARCH

Performance assessment is one of the most important and difficult areas of cur-
rent research; it has been so for some years (cf. Alluisi, 1967). It is at the
center of the "criterion problem" for many other areas of research and applica-
tions, including the following:

1. The final validation of selection and training techniques depends on the
assessments of the performance of the people who have been differentially selected
and trained. The importance of these assessments, given the probable impact of
the U. S. Supreme Court rulings cited earlier, cannot be overemphasized.

2. The final validation of improvements to man-machine systems by human
factors engineering applications depends on the performance assessments of the

systems and the systems' operators.

3. The evaluation of the effects of various stresses and the measurement

of performance decrements attributable thereto depend on performance assessments.

4. The establishment of optimum operator loads, of operational limits, and

even of optimum operational conditions and procedures, and many other tasks de-

pend on the measurement and evaluation of human performance.
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. ...

Physiologists and engineers, as well as psychologists, have contributed to per-
tfrmance assessment technology over the years. Physiologists have concentrated
on those aspects of performance assessment which are easily included within that
discipline's expertise; for example. by measuring the output, impairment, and re-
coverv of muscles. Industrial engineers have concentrated on aspects of perform-
ance assessment such as time-and-motion study or the measurement of productivity.
Psychologists have concentrated their efforts in different ways, reflecting the
different subspecialties of psychology: industrial psychologists on training
and personnel technology; engineering psychologists on design or redesign of
equipment and systems; and experimental psychologists on one or more of the
traditional areas of learning, perception, psychomotor performance, etc. For
the most part, we can consider these to represent indirect or background re-
search on performance assessment. Direct attacks on the problem, of course,
have been made, such as those reported in the special issue of Human Factors 10
years ago and previously cited here (Chiles, 1967), and these have run smack up

against two major problems that characterize performance assessment research--
the criterion and the R&D strategy. Although these problems are still with us,
there is now some glimmer of hope that greater progress will be made in over-
coming them during the next decade.

Problem 1: The Criterion

The first problem is the basic one: we have not known how to assess (measure
and evaluate) an operator's performance of meaningful tasks in work situations.
The problem of criteria is not unique to performance assessment research, of
course, as demonstrated by Smith's (1976) chapter in the Handbook of Industrial
and Organizational Psychology. However, the problem at least seems to be more
acute in the area of performance assessment, especially where complex operator
performances are concerned, and possibly because of the importance associated
with the need for good criterion measures as previously discussed.

For example, suppose we were given the responsibility of monitoring a vehicle
operator, such as a pilot or an astronaut, in order to specify his current
level of performance. What would we measure? How would we proceed? Even if
there were essentially no limits on the amount of information that could be
acquired and stored regarding (1) the physical state of the vehicle, (2) the
physiological state of the operator, and (3) the behavior of the operator,
what information could we call "necessary" and on what basis could we use that
information for "predicting" future performance? How could we collate the vari-
ous kinds of information to provide a valid assessment of the operator's current
performance, the current level of operator loading, the performance reserves,
and the probability of the operator's being able to complete his mission, were
additional loads (emergencies) of various sorts to occur? If part of our respon-
sibility included the ordering of a "return to base" that could be completed only
an hour or more after the order, how could the information be used to predict
the operator's performance during and following that hour?

Ten years ago there was no set of known correct answers to these questions (Cf.
Alluisi. 1967). The fact is, there is still no set oT currently known correct
answers. The truth is that we still do not know what we should do. what we

should measure, or how we should analyze the data. We still do not know gen-

crally how to assess complex human performances in operational systems. We can

do reasonably well and, in some cases, even quite well, depending on the system,

in measuring system performance. However, even in those cases, unless we know
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the transfer functions, we are not able to make valid inferences regarding the
operator's performance from our knowledge of system performance. Nor would we
be able to make valid inferences or predictions of system performance from
knowledge of the operator's performance were we able to measure it, without

valid knowledge of the operator-system transfer functions. A decade ago, the
situation appeared bleak; today it appears much less so, in part because of
the research and development efforts on performance assessment methodology,

but for the most part because of the advances in order technologies (especially
electronics and computers). For example, it is now quite possible to write
the operator-system transfer functions for many complex systems--we do it nearly
"routinely" in the case of our more modern and powerful flight simulators. And
our capabilities in these regards are still growing. This changes both the pro-
bability of making substantial headway on the criterion problem and the nature
of the second problem, which has to do with the research strategy or procedures

to be followed in directly attacking the problem of criteria for performance
assessments.

Problem 2: The Research and Development Strate

Let us conceive of a continuum that consists of anchor points representing
measurement of actual performance on the job at one end of the dimension,
through measurement of performance on a simulation of the job, then measurement
of performance on a synthesized job consisting of functional elements derived
from the job of interest, to the more familiar laboratory approaches that made
use of test batteries with well understood measures of performances on specific
tasks at the other end of the dimension. The techniques available for our re-
search and development efforts span the entire dimension, and our selection of
one or more of the techniques for use in a given program or project may be viewed
correctly as a decision regarding research strategy.

Job-performance Techniqu4es. The advantages of basing performance assessments
on actual job performance measurements are quite evident. There is no problem
with regard to face validity or with the proper population of subjects to be
sampled. The disadvantages are equally well known. The subject's behavior
during the period of measurement may not be representative of his "typical"
performance, the tasks and performances of them may not be representative of
the "real" make-up of the job (and, as indicated earlier, without knowledge of
the operator-system transfer functions it may be impossible to evaluate the
effects of differences in performance on the system operations), and the feasi-
bility of job-performance measurements tends to be relatively low because of
considerations such as cost, safety of the subject in the presence of the
stresses of measurment, and difficulty in interpreting differences in specific

performances as indicative of qualitative differences in over-all performance.
It has been, more often than not, the case that these feasibility questions

have driven us to the use of expert ratings of performance as criteria, rather

than actual job-performance measurements.

But the times and needs are changing and, as indicated earlier, there is reason

to press now for reduced emphasis on ratings and for increased emphasis on ac-

tual measurements. Fortunately, we probably have all of the necessary technology

available. Among the ways we could proceed are the following:

1. We could employ modern job functional analysis techniques to identify

and classify different functional aspects of the job.
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2. We could employ unobtrusive or job/task embedded measures of performance.

3. We could identify and measure performances on aspects of the job or task
chat are related to over-all performance in terms of content and predictive val-
idity. as well as in terms of construct validity as tile research findings accumulaC
and converge from other domains such as simulation and mathematical modeling.

4. We could even begin "sensitivity" studies of the effects on performance
of various individual differences, using this information to provide guidance in

the design or redesign of jobs in order to increase the population of potential
workers where that is a necessary, desirable, or cost-effectiveness goal.

In short, we must have made very great progress in performance assessment tech-
nology during the last decade, for today the things that we can do are so much
greater than they were then! For the first time in my professional lifespan, I
do see the possibility of substantial progress in the development of job-performance
techniques, performance criteria, and performance assessment technology, based

heavily on actual performances rather than dependent primarily (as was the case
in the past) on ratings of performance or indirect test measurements.

Simulation Techniques. The advantages of full-scale mission simulation in-

clude high face validity and the involvement of the operator in situations that
closely resemble the operational conditions to which we want generalization, while
permitting essentially unlimited capability for measurements of different aspects

of performance. Given the capabilities of the modern simulator, we should be able
to use it, and applications of mathematical tools such as factor analysis, to
identify components of performance and their contributions to over-all performance.
That is to say, we should be able to design studies with simulators that will
guide us in the identification of measurements to make in the previously dis-
cussed job-performance measurement situations, and thereby begin to make real
progress in the development of empirical validity for our performance criteria.
Multivariate analytical techniques such as canonical correlations, applied to

the measurements of performances in flight simulators and even initially tile
ratings of performances in aircraft piloting, for example, might even begin to
show us the extent to which the performance of tasks like on-pylon turns are or
are not related to general piloting skills. Needless to say, tile further develop-

ment of performance assessment technology along lines such as these will impact
training, job design, and selection (as called for by Uhlaner, 1972).

There are, unfortunately, some disadvantages associated with the employment of

simulation techniques. First, the simulators and their use are expensive,
especially in the context of research and development on performance assessment;

however, since the potential impact of the findings from such research is so

great in cost-benefits terms, there should be little difficulty in demonstrating

the cost-effectiveness of this kind of research and development. I would predict

that such a demonstration would lead to decisions to favor it over alternative

programs with lower potential cost-effectiveness impact.

-he second disadvantage is that, as we start developing the design of a simula-

tor for a given task or job, we are faced with the difficulty of specifying the

measurement capabilities required to assess the operator's performances in the

simulated system. If we measure everything, as might seem logical at the begin-

ning of such a program, we shall be faced with an overwhelming amount of data

t;,at is likely to tax the capabilities of even our largest computers. If we
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measure less than everything, given our lak of established empirical validity,
we risk omitting what might have been the more valid performance. Since there
is no real solution to this dilemma, we shall probably take the most practical
approach possible and measure as much as Is feasible, using expertise, job
functional analyses, past practices, and any other basis to identify the most
promising of the measurements to take. The typical course followed by research
efforts of this nature is scientifically adaptive; that is to say, it is like a
self-correcting system in that we start with some relatively large set of measures
and, on the basis of early results, discard some of those and then add other un-
tried measures at the next iteration. Hull did not start with all the measures
of learning in his first statement of theory.

A third disadvantage of simulation techniques is of greater of lesser importance
depending on the objectives of the research and development program; namely, the
more faithful the simulation, the better the application of results to the speci-

fic operational system simulated, but the worse the generalization to other systems.
That is to say, to the extent that the results of our simulation include variances
based on specific factors, we shall be able to explain operational systems which
also include those specifics, but not other systems. The broader the desired
generalization, the more important is this disadvantage.

Syn}_thetic-work Techniques. In order to make inferences regarding the large
"g-factor" in work performance and to avoid the last-mentioned disadvantage of
simulation techniques, some researchers, myself included (cf. Morgan and Alluisi,
1972), have employed synthetic-work techniques for assessing the effects of vari-
ous stresses and working conditions on complex human performance. These techniques
involve the creation of a job the performance of which can be measured and evalu-
ated; the separate elements or tasks are combined in order to provide for time-
shared multiple-task performances of variable operator loadings under controlled
laboratory conditions. In terms of advantages and disadvantages, these techniques
lie between those of simulation (discussed above) and specific-test techniques
(to be next discussed). The test or work batteries employed tend to have rela-
tively high face validity in terms of both content and of acceptance by operational
personnel. Because of this acceptance, there is reason to believe that the
operator views the test situation as being essentially like the operational and

that his behavior tends to be quite similar in the two. Of course, to the extent
that the synthetic-work techniques are successful in measuring only the "g-factor"
in work performance, generalization of the findings apply to the general, but not
to the specific factors in any given operational system.

These techniques still have much to contribute to the further development of per-

formance assessment technology, especially in the area of their specific strength;

namely, in assessing the general, or "g-factor" work performances. New synthetic

work needs to be designed, developed, and tested, however, because the types of

synthetic-work batteries thac have been employed up to the present have represented

man-machine system types of operations. They have been suitable for use with in-

dependent variables of certain classes (temporal, organismic, and situational)

applicable to operators in man-machine systems. Different synthetic-work situa-

tions appear to be necessary to permit study of the effects of other classes of

independent variables such as Institutional incentives and disincentives, moti-

vation, the worker's personal weighting of the various aspects of his job, his

sense of personal commitment to the work, etc.
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Specific-test Techniques. Test batteries such as those employed for selection
have typically been designed to measure abilities rather than performance. Still,
if one can assume that performance will reflect momentary ability, then one can
conclude that specific-test techniques could be employed to provide measures of
performance--especially to measure the changes in performance that could be ex-
pected to result from the application of independent variables such as stress,
work load. or drug-induced state changes in the worker.

The use of a test battery consisting of a number of appropriately selected or

designed individual tasks has some very clear advantages over the other techniques
discussed. First, performance on each individual task can be assessed rather ex-
actly. Secondly, these performances theoretically can be generalized to other
situations in which the abilities measured by these tasks are required for task
performance. Thus, if we are able to describe the operational situation of in-
terest in terms of the individual tasks (or factors) included in the test battery,
we should be able to generalize our test results without too much difficulty. In
other words, the generality of test-battery performance to operational-system hu-

man performance depends only on (1) the availability of a taxonomy of the tasks
that go to make up the performance tasks in the operational system, (2) a task
analysis of specific jobs of interest in the operational system in terms of this
taxonomy, and (3) appropriate weightings of the representative tasks in the test
battery according to the task analysis. This promise of generality based on a
kind of "chemistry of tasks" must be considered one of the principal advantages
of this approach aird, of course, it was the principal stimulus for the work 6n
task taxonomies cited earlier as being considered so very important for advancing
performance assessment technology a decade ago (Fleishman, 1975).

Aside from the fact that we have made very little headway on the task-taxonomy
problem, specific-test techniques have somewhat formidable disadvantages. First,
they are generally the poorest of the techniques in terms of face validity,
especially from the viewpoint of the subject, operator, worker, or ultimate
user of the research and development findings. Second, and somewhat related to
the first, there is little or no resemblance between the t,:st situation and the
operational, and this raises serious concerns regarding the nature of the be-
havior observed. If the operator or subject approaches the test situation dif-
ferently than he does the operational, it is not only possible but also highly
likely that his behavior will be affected. If he is more highly motivated in the
one than in the other, the results obtained in the test situation may not genera-
lize properly to the operational. If he takes the one situation seriously, but
responds to the other as to a parlor game, we may not be able to generalize at
all properly from the one situation to the other. Finally, and rather funda-
mentally, "test behavior" attitudes are probably appropriate to, or at least
not detrimental to, the measurement of abilities or capacities where maximum
short-term output may be expected, but they are probably less appropriate or
actually detrimental to the measurement of performances or "work behaviors"
that are influenced by variables other than ability--e.g., by pacing for conti-

nuation over days, weeks, months, or years; retention of performance reserves
generally, but willingness to expend these reserves under "emergency" conditions;

etc.

Even so, these specific-test techniques represent our most soundly-based, quan-

titative research tools for the study of performance assessments. and they have

proven quite successful in prior applications to selection, classification,
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training, and assignment--or training and personnel technology--requirements.
It would probably be quite beneficial to tie in the use of these techniques
with further developments in the uses of the others cited, especially with the

job-performance and simulation techniques. In fact, by so doing we might even
make substantial progress on the problem of task taxonomies as a "spin-off"
phenomenon rather than as a core problem for research.

FUTURE ISSUES FOR PERFORMANCE ASSESSMENT TECHNOLOGY

As pointed out by the Defense Science Board Task Force on Traitiing Technology
(Alluisi, 1976a, 1976b), the Services have pioneered in (1) the use of complex

simulators to train personnel to operate and maiitain major weapon systems,

(2) self-paced personalized methods of instruction, often computer assisted or
managed, (3) performance-oriented training, and (4) managing the training of

very large numbers of individuals. Without question, they are destined to
pioneer further in the development of performance assessment technology.
The advances that can be made will benefit not only the Services, but also
the civilian community to an extent at least equal to that of the deveiopment
of group testing in World War I and its subsequent stimulus for training and
personnel technology. Some of the issues important for the development of per-

for-ance assessment technology during the next decade are already quite apparent;
among them are the five discussed in the remaining five subsections below.

Prima Facie Discriminatory-Personnel Practices

Given the "Law of the Land," as represented by the Civil Rights Act of 1964 and
the U. S. Supreme Court rulings in the Griggs vs. Duke Power and the Albemarle
vs. Moody cases, and given the commitment of the Department of Defense and Mili-
tary Departments to uphold and adhere to the "Law of the Land," one can predict
some major changes in past practices under the MOS approach to the military
manpower personnel management systems of the Services. These practices consti-
tute, in the judgment of some, Rrima facie cases of discriminatory employment

practices. This can be illustrated by an example based on the employment and
utilization of women by the Services. Note, however, that the case made for
women is equally applicable to any of the minority groups covered by the law,

and that our use of this one group in our example is based simply on our judg-
ment that the illustration is clearer with that group. Also, for purposes of
the illustration, let us assume that, on some relevant physical dimensions

(height, weight, strength, reach, etc.), human males constitute a normal dis-
tribution, 95 percent of which is above the median of the normal distribution
of human females. For purposes of simplicity, let us assume that the standard

deviations of the two distributions are equal (an assumption that is probably
not valid). Given these assumptions, Table 1 shows the percentage of males
and the percentage of females above select-points on the hypothesized scale of
physical characteristics. For example, the table shows that if a given physical

strength is met or exceeded by 95 percent of the males, it it met or exceeded

by (only!) 50 percent of the females.

Were we to say that the job requirements were such that the physical (e.g.,

strength) requirements could be met by only 50 percent of the males, and if we

were even able to establish this as a valid requirement, we would not have a

legal basis for excluding women from the job since 5 percent of the females

could meet that pe-rformance criterion, Yet, in the past, our MOS-classification

system has been based on jti't such exclusion principles.
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Table I

PERCENTAGE OF MEN, WOMEN, AND TOTAL POPULATION
WITH PHYSICAL CHARACTERISTICS SUCH AS STRENGTH

ABOVE VARIOUS HYPOTHETICAL CRITERION LEVELS

Males Females Both

95% 50.0% 72.5%
90 35.8 62.9
80 21.0 50.5
70 13.1 41.6
60 8.2 34.1

50 5.0 27.5

40 2.9 21.5
30 1.5 15.8
20 0.7 10.3
10 0.2 5.1
5 0.1 2.5

Note, too, that it is not sufficient to set the criterion for selection at the
point mentioned (or any other point, for that matter) on the basis of tradition,
past practice, or even expert judgment. It must be demonstrated in a compelling
manner by properly conducted performance assessment studies that this is a valid
requirement for successful job performance. Thus, even if the hypothetical MOS
were open to both genders, if the criterion employed for selection were such as
to admit 50 percent of the males and only 5 percent of the females, it would
constitute a prima facie case of discriminatory employment practice, and the
burden of proof regarding the validity of the selection criterion would fall on
the Service in question, not on the individual member of the group who has charged
the Service of discrimination.

The next question, which, to my knowledge is not covered by current law, is easy
to predict. It has to do with the need for the job to be designed the way it is
--i.e., can the job be modified without loss in general system performance so as
to be less factually discriminatory? Can the real requirements for the job re-
presented by the MOS be changed to permit more women to qualify for it? This
question is not merely a civil libertarian's or woman-liberationist's pipe dream.
It has real significance in defining the size of the population or "manpower"
pool available to the Services for this and equivalent MOSs. Thus, as the job
is redesigned to include additional percentages of the male population in the
"manpower" pool, it will also include percentages of the female population in
the "womanpower" pool, with these latter rising at a faster rate of increase
than the former. As the third column of Table I shows, when the criterion is
set at the point that 20 percent of the males can meet it, 10.3 percent of the
total (male and female) population constitutes the potential employment pool.

If the criterion is moved so that double the percentage of males qualify, more

than twice as many persons in the general population, or 21.5 percent, now qualify.
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If it Is moved so that 80 percent of the males qualify (4 times the initial rate

of 20 percent), 50.5 percent of the total population will now qualify (nearly 5

times the initial 10.3 percent). I believe we will have to deal with questions
of this sort during the next decade, probably quite early in the decade.

When our attention is turned to the possibility of redesigning jobs (or MOS
requirements), another possibility generally ignored in the past will make itself

evident. Namely, the possibility of purposely designing jobs with increased
tolerance for individual differences with the expectation that trade-offs can
be, and will be, effected in the performances where people work together. After
all, most of what has to be accomplished by what we have come to call "work"

cannot be accomplished by single individuals working alone. Rather, humans per-
form their work as members of crews, groups, teams, and units (CGTUs). Why must
each job in a CGTU be designed as though there were to be no individual variation
in its performance? We know that to deny individual differences, even in skilled
performances, is to deny reality. So why cannot we reconceptualize "jobs" not as
fixed, individual task combinations, but rather as flexible combinations that re-
cognize the reality of the trade-offs that actually do take place. We do it
nearly instinctively in our most basic team unit, the family. The divisions of

labor among t.he members of different families differ not only according to the
capabilities and skills of the members, but also according to their desires and
motivational levels. Nor are the divisions constant over time, so that one mem-

ber of the family may perform a function that is usually assigned to another
member at a given time. The same sort of trade-off occurs in working CGTUs, and
we have demonstrated it in the laboratory with group-performance task measurements

of subjects who were working during the course of illness with infectious diseases.
I believe this area of CGTU-job constituents to be the most challenging of this
general issue, but I do not believe we are likely to make great progress before
the end of the next decade. The prior goals to be reached, as discussed just
previously, are too demanding in both priority (immediate necessity to make pro-
gress) and difficulty (time and resources necessary to achieve reasonable objectives)
to permit any great deal of effort to be devoted to this newer concept. However,

my view might be too pessimistic, since closely related progress is likely to be
made in dealing with the second issue that will impact performance assessment
technology.

Assessments of Individual versus CGTU Performance

Most of the jobs in the world require interactions with other persons and with
their task-dependent performances. This is merely to say, in another way, that
much, if not most or all, human performance occurs in the context of CGTU per-

formance. One of the major problems that performance assessment technology will
face, once it has made its predictable major breakthrough on the performance
measurement side, will be that of relating the performances of the individual
members of a CGTU to the performance of the group. Anecdotal and testimonial

evidence in abundant supply seems to tell us that the two kinds of performance
are not equated, nor even in all circumstances highly correlated. As we increase
our capability for assessing Individual human performance, the need to assess

the contribution of this performance to the over-all CGTU's performance will
become ever more pressing. We know this now, for it is merely to say that a
military unit's "combat readiness" is not assured with the assignment of "MOS-

qualified" personnel in all positions. It takes something more to provide the

coordination, cooperation, and cohesion that Is characterized as required for
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"team performance." The point is that our level of measurement sophistication
and capability in the area of CGTU performance is considerably lower than in

the area of individual human performance, and nearly nonexistent in the relating

of the two.

Rclating Human Operator and System Performances

A closely related issue, and one that was alluded to earlier in the discussion

of some of the characteristics of performance assessment research, is that of

the .-elation between the human operators' and the system's performances in a

given system. As was indicated in the earlier discussion, it will be necessary

for us to make explicit the operator-system transfer functions if we are to be

able to make inferences about the one from the other. This becomes even more

complicated when the system-performance assessments are dependent on not a

single operator, but on the several members of a CGTU. I shall dwell no further

on this issue. It has been with us for a long time, and real progress is being

made, principally through mathematical models and computer simulations.

Fidelity of Simulation

A fourth issue has to do with the employment of simulators in (1) performance

assessment research and development, (2) training and training research and

development, and (3) skill maintenance and the development of tactical concepts

and doctrine. Specifically, it has to do with the necessary or even desirable

or optimum degree of fidelity for any given purpose, granted that there is a

cost-fidelity trade-off, and that for some purposes, such as early stages of

procedural training, a simpler instrument of lower fidelity can be more bene-

ficial than a more complex instrument of higher fidelity. Research will have

to be conducted to determine optimum degrees of simulation fidelity for different

purposes, as indeed is now underway in the Air Force with the ASUPT flight simu-

lator for certain flight training purposes.

While considering the matter of fidelity of simulation, one should remember that

the underlying questions have to do not merely with fidelity per se, but also

with the nature of the "fidelity" desired or required. Most often when we think

of the fidelity of a simulator, we are likely to conceive of the question in

terms of physical fidelity--does the man-machine or operator-system interface

faithfully reproduce the system or equipment being simulated? But there is an-
other kind of fidelity that might prove even more important; namely, functional

fidelity--does the simulator require the operator part of the operator-system

complex to perform the functions required of him? Because functional fidelity

is generally easier and less costly to achieve and maintain (especially as changes

are made in the system being simulated), there are real benefits to be derived

by placing as much emphasis on its use as possible. Of course, the emphasis

should not be at the price of reducing to any substantial degree the effective-

ness of the simulator for its purpose. This is obviously an issue in the per-

forn. ice assessment arena, and it just might provide spin-off findings applicable

to the "criterion" and "task taxonomy" problems cited earlier.

Measurements and Predictions of Operator Loads

The fifth, and final, issue that I shall mention is more closely related to the

human factors engineering field than any of the other four (with the possible

exception of parts of the first, which had to do with direct development of
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performance assessment technology for use in preventing discriminatory personnel
practices). This is the development of methods for measurements, specifications,
and predictions of operator loads in complex systems. It has to do not only witt,
the measurement of momentary loads during operations, but also with the identifi-
cation of potentially critical workload levels during system operation, simulati:.,
and testing, and even with the prediction of capabilities based on workload esti-

mates during system conceptualization and design.

The potential cost benefits of success in this issue would be, I believe, quite
substantial. Although I do not have the data base necessary for a proper consid-

eration of the cost-effectiveness aspects of the issue, there can be little
question of the potential. First, with personnel costs in the Services now more

than half of the annual outlay, improvements in personnel utilization can be ex-
pected to provide benefits in terms of reduced personnel costs. Second, with
weapon system unit costs as high as they now are, the reduction of system failures

and equipment losses through avoidance of errors based on operator overload would
provide considerable benefits in terms of cost avoidances for replacements.

CONCLUSION

The following remarks provide a very rapid recapitulation:

The trend over the last decade has been towards greater emphasis on performance
assessment technology, especially in relation to other methods of making infer-

ences about an operator's or worker's performances of work on-the-job in the
field rather than on a test in a laboratory. This trend has been further rein-
forced by law and court rulings that indicate selection tests (for employment
and promotion) must be based on carefully defined and validated job-performance
criteria.

The characteristics of performance assessment research and development still
require emphasis on the criterion problem. This is due to two reasons. First,
strategies are based on various mixes of alternative methodologies which, in
turn, are based on job-performance techniques, simulation techniques, synthetic-
work techniques, and specific-test techniques. Second, there is promise of

substantially greater progress during the next decade than was the case during
the past decade, in part because of applicable developments in computers, mathe-
matical modeling, simulation technology, and capabilities for job-performance
measurement instrumentation.

Among the major future Issues for performance assessment technology are:

1. Its convergence with selection, training, and job design technologies
in order to provide for nondiscriminatory personnel practices and to increase
the available pool of potential candidates for military (and other) service.

2. Its attending to crew, group, team, and unit performances as well as
individual performances.

3. Its relating system performance with the performance of the human operator,

principally through development of the operator-system transfer functions.

4. Its attention to questions of the optimum (most cost-effective, desirable,

or necessary) degree and kind of fidelity in simulation for different usages.
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5. Its application in measuring and predicting operator workloads and in

specifying optimum loading levels.

The final lesson drawn from a study (Alluisi, 1976b) of Defense training tech-
nology is applicable here: "The success of an R&D area within the DoD depends
in the final analysis on the activities of that R&D community." If the perform-
ance assessment R&D community can present its case in the proper management
language of potential cost-effectiveness benefits, the case will be compelling
and it will win support to "do its thing" and thereby benefit the nation.
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PLANNING FOR PERFORMANCE MEASUREMENT R&D: U. S. ARMY

Milton S. Katz
U. S. Army Research Institute for the Behavioral and Social Sciences

ABSTRACT

This paper describes the history, status, and projections

of Army performance measurement research and development.
A large-scale performance measurement application--Skill

Qualification Tests--is taken as a case of concurrent and

continuing research development and implementation.

RESEARCH AND DEVELOPMENT IN THE ARMY

The U. S. Army Research Institute (ARI) is a field operating agency of the Deputy

Chief of Staff for Personnel (DCSPER) and a developing agency for personnel per-

formance and training research, development, test, and evaluation (RDT&E). It

performs the RDT&E to improve operational practices and procedures in the areas

of personnel and management systems, educational and training systems, and human

factors in system development and operation. ARI research is concerned with the

whole person functioning in the Army system: (1) the effects of individual vari-

ables on adaptability and functioning in a wide variety of Army jobs in different

organizational contexts; (2) the effect of work environments, including system

complexity and automation, on individual and group performance; and (3) the

requirements for, and effects of, training and evaluation at all skill and opera-

tional levels.

ART's research is contained in the Science and Technology portions of the Army

RDT&E Program, which include basic research (RDT&E category 6.1), exploratory

development (RDT&E category 6.2), and advanced development (RDT&E category 6.3A).

Work in 6.1 and 6.2 address identified areas in which there is insufficient

scientific knowledge; effort is generally expended in formulation of scientific
principles and identification parameters. Work in 6.3A involves application of

scientific knowledge gained from 6.1 and 6.2 efforts to current or potential field

problems and to demonstration or validation of operational utility. This effort

may be expended in response to user requirements as stated in: (1) the Science
and Technology Objectives Guide, (2) a Human Research Need Advisory Statement, or

(3) a jointly approved Department of Defense (DoD) program.

Annually, a two-volume publication, entitled ARI Science and Technology Pro-r a m,

is issued. Parts I and II, respectively, describe the status and plans for

efforts in 6.1 and 6.2 and those in 6.3A. Five-year plans, which extend through
Fiscal Year 1981, are currently available for most 6.3A projects. Policies governing

ARI's operations and relations with other agencies are detailed in Army_ Regulat ion

70-8, dated 28 October 1976.

Projects are conducted and managed by in-house ARI scientists (research psychologists,

educational technologists, psychometricians, computer scientists, and other pertinent

professional and technical specialists) augmented by selected research and data

collection contractors or grantees. Diverse geographic requirements for coordina-

tion, implementation, and evaluation of necessary project activities are rmiterially
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supported by collocation of ARI field units and liaison personnel with U. S.
Army Training and Doctrine Command (TRADOC) headquarters and components (iOcludiri.
service schools and training centers), and Army test and operational commands.

In addition to programmed research efforts that are coordinated routinely with

major commands and field operational components, ARI supplies requested expert

Technical Advisory Support (TAS) to address unanticipated or emergency human re-

source problems.

The Army has long been a leader in developing performance-based instructional

technology and applying it to large-scale training programs. The Army has been

effecting institutional change to introduce more accurate accountability of

training effectiveness in terms of performance on critical job tasks. Other

programs--in DoD, civilian industry, and civilian education--are also developing

and adopting performance-based technology. The Army works closely with other
government organizations and services through cosponsorship and through parti-
cipation and presentation at meetings, such as the Military Testing Association,

the Society for Applied Learning Technology, HEW's Work Conference on Analyzing

Materials for Instructional Materials Developers, Interservice Group on the Ex-

change of TM Technology, and the Military and Army Operations Research Conferences.

In addition, there is direct contact between DoD research laboratories and civilian

contractors not only through contracts and grants, but also through participation

in professional society activities and through government and professional pub-
lications of research reports.

Major Research Thrusts in the Past

For most of the past three decades, Army performance measurement research and

development has been directed predominantly to technical and practical problems

of screening, selection, and assignment. The major efforts have been toward

development and refinement of technology and instruments to measure aptitudes,

educational achievement, intelligence, and other general and specific skills and

characteristics of candidates, trainees, and incumbents to maximize the efficiency

of personnel selection, training, assignment, and utilization. The universal

draft was in operation, and the force of the approach was to economically screen

and develop Army personnel who would be likely to succeed.

Project 100,000, in the late 1960s, lowered the Army's entry standards and admit-

ted a group of recruits whose abilities and performance strained both the training

system and the testing system. The immediate reaction of the Army, as well as of
other services, was to reengineer training and jobs to enable persons with lower

general mental ability to learn and perform military jobs adequately.

Concurrently, instructional systems engineering, a product of industrial, educa-

tional, and military development, was gaining impetus and seemed ripe for appli-
cation in the Army. The Army's 1968 version, called "systems engineering" (Army
Regulation 350-100-1), incorporated the principles of:

1. Identifying training needs on the basis of job requirements.

2. Conducting training analyses to identify content, procedures, and standards.

3. Maintaining quality control through evaluation.
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The regulation laid out the priorities and procedures for (ctsfgning or redesigning
new or old courses over a period of "as much as 5 years." Needless to say, the
ambitious program of redesigning even existing courses had not been completed 5
years later. Nor was much of what had been done a success. Even willing trainers
and training managers did not have sufficient skills to implement systems enginecillg.
Incentives to comply were weak or nonexistent.

I Further development of systems engineering of training and evaluation resulted in
a triservice Instructional System Development Model. The Army's version includes
five volumes, totaling about 1,000 pages, but it is difficult to implement because
procedures are often not ope.rationally designed, and because the intended implemen-
tors are still heavily influenced and hampered by their own training and accustomed
ways of dealing with instruction and performance measurement.

Before Project 100,000 and systems engineering, the focus of research and deve-
lopment was classroom instruction directed by an instructor. Research efforts
in the Army were aimed toward improving training conducted in classrooms or, at
least, reducing its cost. Research on performance measurement, accordingly, was
conducted in the context of classroom instruction. Such performance measurement
evaluated the effectiveness of instruction, but assumptions about success in job

performance were purely speculative inferences with no corroboration in real life.

New Army research initiatives undertook to investigate the usefulness of hands--on
training to develop competence in job tasks, and to devise and evaluate hands-on
performance tests as measures of proficiency in job tasks. The research effort
was sufficiently successful to gain support for a large-scale effort called
ATC-PERFORM.

The principles of ATC-PERFORM were not new. In fact, they hearkened back to
AR 350-100-1 with more emphasis on job and performance contexts. The principles
were to employ:

1. Performance-based instruction.

2. Absolute, go/no-go standards.

3. Functional job context.

4. Individualization.

5. Feedback of results.

6. Quality control.

The effort was limited to entry-level job training conducted in an institutional
setting. The primary focus was on performance-based training, but performance
testing was not developed systematically. In addition to the institutional
changes, which brought researchers into intimate contact with full-scale training
situations and involved school personnel in developing and Implementing innovations,
tangible products of lasting value resulted. SMART (Soldier's Manual Army Testing)
books proved to be a mechanIsm for sustaining performance-based training and testing
in the schools, and served as a developmental model for the current Soldier's
Manuals. Other products Include manuals for trainers on how to conduct performance-
based training and testing.
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Taking into account imminent budget and resource cuts, discontinuation of the
draft, high rates of personnel turbulence within the Army, long-recognized
inadequacies and inefficiencies in training, and less than satisfactory combat
readiness of troops and units, the Army set out to implement the Enlisted Per-
sonnel Management System (EPMS) in 1974. The progressive changeover involves
approximately 1600 skill levels in 300-400 Military Occupational Specialties
(MOSs) in 39 career management fields. This system requires restructuring and
consolidation of MOS classifications to reduce the number of specialties and
senior noncommissioned officers. It further presses for revision and decentra-
lization of training and testing systems so that they will ensure:

I. Training pertinent a-J necessary to the job and the mission.

2. Testing that is a realistic and valid measure of job skills mastered.

3. Optimal training, assignment, and evaluation.

4. Fair and equal treatment of soldiers.

Performance Measurement Research Applied to Operational Problems

The three essential building blocks needed to support a system such as EPMS are:

1. Soldier's Manuals

Specification of Critical Job Tasks, Conditions, and Standards.

2. Performance-Based, Exportable Training, and Job Aids

Field and Technical Manuals.

Correspondence Courses.

Training Extension Courses.

Integrated Technical Documentation and Training.

REALTRAIN.

MILES.

Others.

3. Skill Qualification Tests (SQTs)--Army Training and Evaluation Program (ARTEP)

Criterion-Referenced Performance Measurement.

It is clear that establishment of performance standards and criteria pervade the
entire system. Without criteria and a satisfactory means of determining whether
or how thay have been met, the system remains an open loop. Training that has
no demonstrable impact on job performance or on mission accomplishment fails to
meet the operational requirement. Performance measurement that gives no sure sign

of job mastery results in an inequitable personnel system. Accordingly, Skill
Qualification Tests (SQTs) are the kingpin of the EPMS system. They measure and
drive the training and personnel management systems.
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Most, if not all, of the performance measurement research issues Lntailed in
specifying critical job tasks, conditions, :ind standards, and in devel1ping and

implementirg performance-based training and job aids, whether for individuals
or units, are embodied in the development and application of SQTs for individual',
and the ARTEP for units. Consequertly, a closc examination of problems a .
tions in the large-scale applicatien of critcrion-referenr'ed individual per :,,rm-
ance testing will highlight gaps in our research base, and point future dirci,1s.

The urgency of the operational demand for Skill Qualification Tests precluded

a measured, systematic, long-term research program in advance. Almost notl,in
generated to date by the research or academic community was adequate to the job
of developing or implementing criterion-referenced, performance-based, job-
relevant evaluation. The conventional logic, statistics, construction methods
and wisdom tended to be irrelevant, counterproductive, and off the mark. The
researchers participating in this effort had to discover how to build tests to
measure performance, to establish their validity, to measure and ensure their
reliability, and to make them feasible to administer and process.

THE CASE IN POINT--SKILL QUALIFICATION TESTS1

Overview

Skill Qualification Tests (SQT) have been developed to replace Military Occupa-
tional Specialty (MOS) proficiency tests as measures of ability to perform Army
enlisted jobs. SQTs are performance-based, criterion-referenced measures of
job proficiency, consisting of precisely defined tests of tasks, all of which
are critical and necessary to performance of the job. The criterion-referenced
approach provides an explicit relationship between job requirements and test
content in that job requirements dictate content of SQTs. The SQT development
process requires that tests be reviewed by subject matter experts and validated
on representative job incumbents to assure that test content is job relevant.
Test standards of acceptable levels of performance are also based on job re-
quirements and test content. Performance standards are based on behaviorally
derived absolute scoring standards, and not on performance relative to other
soldiers who take the test. For these reasons SQTs are justitiablv viewed as
criterion-referenced tests of job proficiency.

A criterion-referenced testing system offers two significant advantages that are
not available in traditional testing programs. One is that test content can be
made public in advance of administration. There are no reasons to keep test
content secret in a testing program based on explicit linkages between test
content and job requirements. Advance knowledge of test content results in an
equitable and open system. Everyone has an equal opportunity to acquire PFofi-
ciency on the specific job tasks known to be included in the test.

THE CASE IN POINT--SKILL. OALIFICATION TESTS section was written by
Milton P. Maijr and Stephen F. Hirshfeld, of the U. S. Army R'wvarch lnstituti
for the Behavioral and Social Sciences (Individual Training and Skill Evalua-
tion Technical Area).
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ihc second is tbaist n cr it erion-referenced approichi allow; peraonnel management
cC cis ons such1 ,s thoso ilivolviiig promotion, s elu tion, and advanced school ing

toe be based on performance standards instead of personnel quotas. In more com-

plicated situations involving the merging or splitting of job specialties at
higher skill levels, soldiers frot different specialties can be compared on
their levels of competence rather than their relative standing in the testing
group. Criterion-rL erenced testing of job proficiency has opened new opportunitite

for both training and personnel management.

Background

The Army has been using tests to measure job proficiency for over 15 years.
These tests, called Military Occupational Specialty (MOS) tests, were designed

primarily to help personnel managers make decisions of vital importance to indi-

viduals' careers, such as proficiency pay, promotion, and assignments. The MOS

tests are traditional achievement tests, consisting of 125 multiple-choice items,

each with four alternatives. The test content is related generally to the domain

of job performance, but there is no definitive logical correspondence between

test items and specific job requirements. Each item is scored pass-fail; the

total score is the number of items correct, and the total score is then used to

rank persons in each job specialty. Therefore, any referencing of test score

to test content is immediately abandoned. Because of content limitations, lack

of content-score correspondence, minimal diagnostic utility, and the long delay

in providing feedback to the field (as much as I year after testing), Army trainer,

have found MOS tests not particularly useful for determining training requirements,

measuring individual and unit performance, or assessing training readiness.

Army training during this same period, especially in the late 1960s and early

1970s, was undergoing a major revolution. Performance-based training and testing.

based on critical job tasks and criterion-referenced standards of performan'e.

were being implemented in entry-level training courses. Training objectives

were operationally defined by the performance tests given during the course,

and the tests were rmade public to students as well as instructors. The content

of these tests was always directly relevant to the job. The tests Themselves

were used to drive the direction of training.

Tests, because of their function in maintaining accountability, ar, effective

instruments in bringing about institutional change. Test content helps implement

doctrine about the way jobs are to be performed, and are helpful in defining

training requirements and standards. The public nature of the tests helps focs

attention on the critical elements of the job, enables effective use of soldiers'

time in preparing for tests, and thus improves individual rvadiness.

T'hu new criterion-referenced tests, which have evolved, are called Skill Qnial it i-

,,tion Tests (SQT). Their implementation is profoundlv influencing the etir,

,Nr:!"v community. The new testing procedures are forcing soldiers, training

:-1,1agers, personnel managers, and research support personae l to r'thinlk .1nd at1

r,.d'fine their functions.

.\'1 uircments of Skill iualification rests

Ile basic requirement of SQTs is that the tests be job relevant. The test con-

tant rust be based on critical .job requirements, and the test scores must be

,rcarate measures of ability to perform critical job tasks.
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The job relevance of SQTs is accomplished by basing them on Soldiers' Manua's.
These manuals identify the critical job tasks, the behaviors required to per:or,
the tasks, the job conditions, and the standards for performance. They define
the jobs in that they list all the tasks scidlers in a job specialty are respon-

sible for performing. Since SQTs are basd on Soldiers' Manuals, the SQTs ir-
job relevant.

SQTs are used by both training and personnel minagement to halp make import.n!
decisions affecting the career development of scldiers. Both training and ,ur-
sonnel management need timely and accurate information about how well id
are performing; the fonner to determine training requirements of individu.Is,
and the latter to help determine whom to promote, reclassify, or reassign. .i-

though training and personnel management have a need for the same kind of iifcr ri-
tion, their immediate requirements are not Identical.

Training managers base their immediate training requirements on the specific

tasks performed in their units. The job relevance of tests for specific ausign-

ments, therefore, is the primary consideration from this point of view and it is
defined in terms of the tasks that soldiers perform in their assignments. The

set of tasks performed in an assignment is generally a subset of the tasks re-
quired in a specialty. The task is a convenient unit for determining training

requirements because tasks are observable, have initiating and terminating cues

and have standards of performance that can be reasonably well specified. Decisi,:ms
about proficiency can be made at the task level, and training managers can identify

the specific tasks on which soldiers need training. If the tests measure perform-
ance on the specific tasks for which the training managers have responsibility,
they are serving their basic purpose.

Personnel managers are also concerned with the job performance of individual

soldiers, not only in specific assignments, but in all the tasks in a specialty.
For example, performance in a specialty such as Infantryman cannot be inferred

from the limited set of tasks that constitute the specific job assignment of

rifleman or of radio-telephone operator. Personnel managers, therefore, have a
need for information based on a standard set of tasks for each specialty. All

soldiers in a specialty need to be evaluated on the same set of tasks to enable
fair decisions about which soldiers to promote, retain, or reclassify.

The need for a standard set of tasks in each specialty imposes additional testing
requirements for feasibility and acceptability. The test scores should not be

affected by when or where the test is taken, nor by whom it is administered and

s-ored. The testing conditions, as well as performance standards, should be
standardized.

The requirement for Army-wide standardization at the present state of the art in

te.sting means that initially most of the test content is in the paper-and-pencil
ja,,(de rather than hands-on performance tests. Paper-and-pencil tests generally
lack the apparent job relevance of hands-on performance tests, and therefore an
idditlonal requirement is imposed to assure that the tests are acceptable to ex-
aminees, supervisors, and commanders as valid measures of job proficiency.

Jnb relevance of the te ts is the basic requirement for both training and per-
sonnel management, even though the definiticn of job relevance may have somewhat
different meanings for the two purposes. For training purposes, the focus is on
the subset of taskrs performed in the specific Job assignment whereas, for person-
nel purpnses, the ii,turest is on the entire set of tasks in the specialty.
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The SQl's are designed Lu serve the requiremelts of training and personnel manage-
T'Iunt. BecauS of their divergent immediate needs, critical issues arise in how
qQ'rs are dev&loped, scured, and used. These issues constitute -n urgent, high-
density focus in current and future Army research and development in performance
measurement.

Decelolpment Skill Qualification Tests

The Skill Quaification 'esting (SQT) program is a large-scale effort to provide
valid and effifient weasures of job proficiency. Because of the strategic import-
aitce of Skill Qualification Tests to both training and personnel management, high-

level policy decisions were made about test content, validation, and scoring.
The general requirements of the program are that tests must (1) be fair and

feasible, and (2) have validity demonstrated in advance of operational use.

Fairness and Feasibility of the Tests. Fairness means that all soldiers

have an equal opportunity to demonstrate their true level of job competence.
Test content must be based on actual job requirements, and testing conditions

must be sufficiently constant throughout the Army so that scores obtained from
administration under varied conditions are not noticeably different. Tests given

in Alaska, Panama, Germany, or the contiguous states must all be administered

under similar conditions. In addition, all persons administering and scoring

the tests must be able to do so accurately and objectively. Still another re-

quirement is that the tests be acceptable to soldiers ar.d knowledgeable experts
as fair measures of ability to perform critical job tasks. Therefore, fairness

attends to requirements of both training and personnel management.

Feasibility requires that the tests be suitable for administration in all types
of units and environments. Equipment, terrain, personnel, and all testing material

must be readily available. Another aspect of feasibility is that testing time

must be reasonable, with up to I day allowed for testing each soldier.

The requirements that SQTs be fair and feasible put severe limitations on the
use of hands-on performance tests. The history of performance measurement is

that scoring accuracy and standardization are difficult to attain. One resolu-

tion of the fairness and feasibility requirements is to have several kinds of
testing. Under present policy, all SQTs contain a written component, and some
contain a hands-on component. Four hours of testing are allowed for the written

component, and up to 4 hours for the hands-on portion. A third component, called

performance certification, which is essentially an observational evaluation of
actual job performance, may also be included.

Therefore, an SQT may include up to three distinct types of tests, each with its

own inherent strengths and weaknesses. A combination of these tests is an opera-

tional answer to the fairness and feasibility requirement.

Hands-on performance tests are most desirable. They are a form of structured
observation in which a scorer evaluates an individual on a set of performance

measures (observable behaviors). Advantages of hands-on testing are obvious:

it tests actual performance, has high fidelity to the job, allows for immediate
feedback, and has high face validity to examinees. However, considerable deve-
lopmental effort is required to ensure scoring realiability and standardization

of conditions. It also is expensive in terms of equipment, personnel, and time;

in other words, feasibility is often a problem. In order to ensure feasibility,
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there is a natural tendency to truncate tests of tasks by shrinking the boundaries.
Unfortunately, this may be at the expense of the validity of the test. For these
reasons it is extremely difficult, if not impractical, to initiate a large-scale
hands-on testing system for an organization as large as the Army. Therefore, a5 hands-on component constitutes a subset of an SQT.

The performance certification component, an alternative form of hands-on testing,
a covers tasks that are too long, complex, or resource-intensive to include in the

hands-on component, and do not lend themselves to testing in a written mode. Per-
formance certification tests are to be administered and scored by soldiers' super-
visors in the normal job setting. Although performance certification allows
greater flexibility and avoids some of the feasibility problems encountered in a
hands-on component, there are problems in ensuring reasonable standardization of
job testing conditions across individuals and standardization of scoring by super-
visors. Sound methods for addressing these problems are needed to make performance
certification a significant and powerful portion of an SQT.

The decision to include a written component imposes careful consideration and
analysis of what criterion-referenced measurement means in this context. Since
the focus of SQTs is on ability to perform critical job tasks, that aspect must
be retained. Each written test of a task is to consist of a set of items, where
each item is designed to measure an essential behavior or step in performing the
task. For tasks that require primarily "mental" or writing skills, as in the
supply and administration fields, written tests of tasks are often similar to or
indentical with the behaviors required on the job. Then the standards for ability
to perform the test of the task can be reasonably close to those on the job. For
taskq requiring psychomotor skills, written test items only simulate actual job

behaviors, and the setting of realistic standards indicating ability to perform
the task entails a more remote inference. To help approximate realistic job
conditions, written items may have multiple correct responses and variable number
of alternatives. This added flexibility, however, increases the difficulty of
developing appropriate methods for setting standards. The determination of rea-
sonable standards for written tests of 'osks is one of the most difficult issues
in the SQT program.

Because Army jobs and training programs are structured in terms of critical tasks,
the appropriate level of analysis for the SQT should also be based on tasks. The
concept of "scorable unit" was invented to help assure criterion-referenced
measurement of task performance. A scorable unit is designed to measure ability
to perform a specific task or, in the case of complex tasks, a well defined subtask.

Each written scorable unit consists of a set of items, each of which is designed
to measure an essential behavior or step in performing the task. Each item is
scored pass-fail, and a prescribed number of items must be passed to attain GO
on the written scorable unit. A GO is counted as ability to perform the task.
Currently, standards for written storable units require that an a priori number
of items be passed. For example, if a scorable unit contains five items, then
four must be passed to obtain a GO.

Hands-on and performance certification scorable units consist of a set of perform-
ance measures. Each performance measure is scored pass-fail, and a prescribed
number of performance measures must be passed to achieve GO on the scorable unit.
A GO on the scorable unit is interpreted as ability to perform the task. The
standards for GO generally are comparable to what is required on the job.

4
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Fihe requirement that all scorable units be acceptable as fair measures of ability
to perform tasks is applied to both tile hands-on and written tests. Juries of
experts must agree that the written items and hands-on performance measures re-
flect ability to perform the tasks. Perhaps a safer statement would be that
failure to pass the items indicates that the person is not able to perform the task.

Establishing a Correspondence Between Test Content and Job Tasks. The most
critical requirement of SQTs is their job relevance. Test content of all SQTs
is a sample of critical tasks from the domain of job tasks in the specialty. In
this way, the tests have a specifiable and explicit link to the job. For each
Army job, there exists a Soldier's Manual that lists the tasks for which a soldier
in that specialty is responsible. Therefore, this set of tasks operationally de-
fines the job. Tests to measure performance on specific job tasks listed in the
Soldier's Manual are developed from appropriate task analyses. The tests for
each task, therefore, are operational definitions of performance on the task.
Performance on individual tasks is summed to obtain a total score, which in turn
operationally defines job competence. Modern instructional technology, with its
emphasis on specification of objectives and verification that those objectives
are attained, supports the process for establishing the content and focus of SQTs.

Although the task is the basic level of analysis, the validity of task proficiency
measurement depends on the adequacy of the test of the task. By means of detailed
task analyses, the set of performance measures or behaviors required for success-
ful performance of the task are identified. These lists of performance measures
are all available in the Soldier's Manual. Each item developed to test for task
proficiency must occupy a clearly specified relationship to a performance measure
required in task performance. Assuming that the set of items developed for a test
of a task has been selected in accordance with the procedures described above,
one may assume with reasonably high confidence that successful performance of
each tested behavior is a necessary condition for successful performance of the
task.

How to score the set of items in a written scorable unit to obtain estimates of
ability to perform tasks is a complex question. Measurement error is always a
problem that must be allowed for. Whether being scored GO on a test of a task
requires passing all items included in the test of the task, or some number less
than perfection, depends on the nature of the task, the fidelity with which the
task can be tested in a written mode, the complexity of the format (e.g., multiple
correct responses), and the number of items within the cluster. Use of subject
matter experts in reaching such a determination is mandatory.

In the case of a hands-on test of a task, measurement error arising from the use
of words is minimized. However, other measurement problems arise. One is that
a full performance test of a task generally is not feasible. It may be too
costly in terms of time, equipment, and personnel. Therefore, a truncated test
of the task is often developed by eliminating some of the performance measures
or steps required for the full performance test. By truncating the test, though,
it is possible that the tested portion is necessary, but not sufficient, for suc-
cessful task performance.

Validating Tests Prior to Administration. A first question to be answered
was how to define validity. The starting point was the usual definition of vali-
dity; that is, that the tests measure what they are intended to measure. In the
case of Skill Qualification Tests, the intent is to measure ability to perform

370



critical job tasks. The content of the tests, therefore, becomes the crucial
factor in establishing validity, and must be thoroughly reviewed by experts to
ensure that the right behaviors and decisions are assembled in each scorable
unit. The first requirement, then, is consistent agreement among experts that
the content of the test is based on ability to perform critical job tasks. A
second requirement is that the scorable units discriminate between successful
performers (masters) and nonperformers (nonmasters). A third requirement applies
only to written scorable units: All items in a written scorable unit must be
consistent estimators of mastery on the task covered by the entire scorable
unit. Thus, the concept of validity focuses . consistency: consistency among
expert reviews, and consistency in identifying i:astery.

SQTs are constructed and validated by Army agencies that have resident expertise
in the job specialties. Generally these are the Army schools, but they also in-
clxtde other agencies, such as the Health Services Command. Since the test con-
tent must reflect job tasks, the test developers must have detailed analyses
that identify the behaviors essential to successful performance of the tasks.
SQTs are developed in the following conceptual sequence:

1. Identify tasks for testing.

2. Identify behaviors or steps essential for performing each task.

3. Develop scorable units to cover essential behaviors of the task, and
review scorable units for content validity.

4. Try out scorable units on soldiers to verify accuracy of measurement.

After each step in the process, the products are submitted to higher headquarters
for review and approval. The content of the scorable units is fixed after step 3.
Scorable units found to be unsatisfactory through tryout on soldiers can be revised,
but the content cannot be changed. Test content is fixed through agreement among
experts that the content of the scorable units validly measures ability to perform
the tasks. The tryout serves only to establish the measurement properties of the
storable units.

The tryout with soldiers is different for the hands-on and written components.
For the hands-on tests, the primary concern is to establish that the performance
measures can be scored accurately. Acceptable agreement among the scores is con-
sidered to be attained when 80 percent of all pairs of rater scores are the same
for the performance measures in a scorable unit. If less than 80 percent agree-
ment is obtained, then the performance measures are revised until an adequate
level of scoring consistency is attained.

For written tests, the tryout is concerned with establishing the effectiveness
of scorable units in distinguishing between performers and nonperformers, and
with assuring that all elements in a scorahle unit are consistent in estimating
ability to perform the task. This tryout helps assure that all items of a
scorable unit contribute to measuring each performance.

A final evaluation of the written scorable units is conducted after operational
administration of the tests. A representative sample of answer sheets is selected
for analysis, and item correlations within ,ach scorable unit are obtained. Items
with a positive Inter~orrelation pattern are retained, and items negatively correlated
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are deleted prior to final scoring. When all steps of the review and analysis
procedure for the written scorable units are accomplished, their validity as
fair measures of ability to perform job tasks is considered to be reasonably
well established.

Assumptions in Scoring SQTs

Three sets of assumptions have been made in scoring SQTs to justify using SQTs
to help (1) determine training requirements, (2) select soldiers in both single
and merged specialties.

Determining Training Requirements. The following, which are required for

using SQTs to help determine training requirements, are straightforward:

1. Tasks can be defined--task elements or behaviors can be specified,

conditions given, and standards of adequate performance established.

2. Tasks can be measured validly--performance on the task is measured by
scorable units, which contain time or performance measures related to task ele-
ments, and the sum of the elements passed in a scorable unit indicates quality
of performance on the task.

3. Task elements are weighted equally--items or performance measures cor-

responding to task elements or behaviors are scored as pass-fail, or as one-zero.

These three assumptions serve to provide operational definitions of performance
on the tasks measured in SQTs. Although task elements do not have to be weighted
equally, research evidence indicates that differential weighting generally does
not improve the quality of measurement. A common practice is to give an element
greater weight by preparing several items or performance measures for it.

The assumptions needed to help determine training requirements pertain only to
tasks taken one at a time. Since the current training philosophy is to train
on discrete tasks, no assumption about the interrelationships among the tasks

is required.

Selecting Soldiers in a Single Specialty. Using SQTs to help select soldiers
in a single specialty does require additional assumptions about the interrelation-
ships among job tasks and scorable units that measure task performance. The same
three assumptions about measuring task performance are required; that is, tasks
can be defined and measured validly, and task elements are weighted equally.

In addition, three more assumptions are required:

1. Scorable units are weighted equally--all are scored as CO/NO-GO or as
one-zero.

2. Test score is the number of scorable units performed correctly--the total
score is obtained by adding up the number of scorable units passed.

3. The percent of scorable units passed indicates level of job performance--
the percent of scorable units passed corresponds to the proportion of job tasks
a soldier can perform.
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Given these assumptions, SQTs define the criterion of job proficiency, and the

percent of scorable units correct (called percent correct) is a direct reflection
of job proficiency. Standards of job proficiency can then be set in terms of

percent-correct scores.

Selecting Soldiers in MerRed Specialties. In the case of merged specialties,
an additional assumption is required about the relationships among the jobs or
groups of soldiers. The first six assumptions made in the case of the single
specialty result in criterion-referenced measurement for each of the jobs being
merged. However, in order to maintain criterion-referenced standards for merged
specialties, the additional assumption is required: that the jobs being merged
are equal--that is, equal levels of proficiency in the individual jobs are equal
to each other in an absolute sense. Stated operationally, all scorable units
from all the relevant SQTs are weighted equally. Thus, a soldier qualified in
45N (Tank Turret Mechanic), for example, is equal to the qualified soldier in
45P (Sheridan Turret Mechanic), regardless of the percentage of soldiers in each
qualified group. An implication of this assumption that the jobs being merged
are equal is that if one qualified group contained 5 percent of a first MOS popu-
lation while a second qualified group contained 50 percent of a second MOS popula-
tion, the merged qualified group would contain proportionately more soldiers from
the second group.

In the above example, each MOS would be represented in the merged qualified group
in accordance with the number of soldiers from each MOS who attained qualifying
scores. One MOS may be proportionately overrepresented, while the second MOS is
minimally represented or possibly not represented at all. How to use and maintain
performance standards for merging MOS is a policy decision, and not a technical
question. However, the criterion-referenced properties of SQTs enable rational
policy decisions.

An alternative assumption in the case of merged specialties is that the groups,
and not the MOS, are equal--that is, equal percentile-rank scores indicate equal
levels of job proficiency. The use of percentile-rank scores, which indicate
relative standing in a group, facilitates proportional representation of each
MOS in the merged qualified group. For example, a policy decision could be made
that 40 percent of each MOS be considered eligible for promotion. Such a policy
decision might be made if policy makers judged that the jobs were unequal, or
that the SQTs were not equally valid c-iterion-referenced measures of all the
merged MOSs, or 'hat the need for proportional representation of the MOS in the
qualified group outweighed the need to maintain performance standards. However,
if SQTs are scored by percentile-rank, and qualifications are based on percentile-
rank scores, then the job performance standards would be given little or no consid-
eration in determining the qualified group.

Benefits from Using Criterlon-Referenced SQTs

The change in focus from norm-referenced MOS proficiency tests to criterion-
referenced SQTs has enabled training and personnel management to obtain more
comprehensive and meaningful information than before. Two major benefits that
have resulted from the adoption of the criterion-referenced approach are (1) the
public nature of test content, and (2) job performance standards versus personnel
quotas.

373i



Public Nature of TesL Content. An effective job proficiency testing program
should be part of a larger system that includes job requirements and training
programs. Modern instructional technology emphasizes the systems approach to
training, and a job proficiency testing program is an integral component of the
Army's modern training system.

lob requirements are defined by Soldier's Manuals, which list all the tasks a
soldier in an MOS skill level is responsible for performing. Soldier's Manuals
are distributed throughout the Army for use by individual soldiers and for devel-
oping training programs, both resident courses and decentralized training con-
ducted in units. Soldier's Manuals are also used to develop SQTs. Every task
tested is in the Soldier's Manual. Once the system becomes fully operational,
all components of the Army can know what each soldier should be able to do, is
able to do, and should be trained to do. There will be no surprise requirements.

In addition, the SQT Notice gives soldiers advance detailed information about
the job tasks on which they will be tested. The Notice lists the specific tasks
included in an SQT, tells how the tasks will be tested (written or hands-on),
provides standards, and describes the actual test content. All soldiers in an
MOS are given equal information about what they will be tested on, allowing them

equal opportunity to prepare for the test. Test content, at least in general
terms, is public knowledge.

The public nature of test content reduces the need for representative sampling
of tasks. One reason representative sampling of tasks is important in the typical
testing program is that all examinees are given an equal opportunity to demonstrate
their competence. With the SQT Notice, test content can be focused in special
areas, such as areas that have high training needs or that are rciated to new
equipment in the field.

The public nature of SQT content also helps establish an integrated training and
testing program based on critical job requirements. By selecting test content
that focuses on critical job requirements, training efforts will tend to be
directed toward these same requirements. Thus, an integrated training and testing
system is being developed to meet job requirements.

As long as individuals are tested on the specific requirements of their jobs, there
is no advantage to keeping the test content secret. In fact, if the test is directly
related to performance on the job, then the proficient individual should already
know the test content without the benefit of the information contained in a test
notice.

A problem that arises in the typical testing program, where test content is kept
secret, is that some individuals have special advantages over others. One possible
advantage is that because of favorable job assignments, job tasks and test content
are very closely related for some individuals. In the past, soldiers who were
working outside of their MOS were at a distinct disadvantage on the test content
based on MOS-specific job tasks. The effects of such assignments are minimized
in the SQT program because all MOS soldiers are told specifically what content
will be included in the test. The prior knowledge about test content tends to
equalize opportunities.

In the past, some soldiers have had advantages because they were more familiar
with the voluminous references given for MOS tests. Some soldiers did not have
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hthe references available to them, and those who did had difficulty in identifying

the critical information within the mass of paper and words. In the Soldier's

Manual and SQT Notices, the critical information is distilled and made available
to all MOS soldiers. Thus, soldiers with high verbal fluency or with access to
specialized infoimation no longer retain such a distinct advantage. Since the

critical information is made available to all soldiers in a form readily under-
stood, the opportunities to acquire competence are equally available to all.

Some individuals seem to have a knack for doing well on tests, while oth.-S appear
to freeze when confronted with a testing situation. Test wisdom is fre( ntly
cited as an explanation of why some do better than expected, and test anxiety
is given as a reason why some do more poorly than expected. Both of these
factors--test wisdom and test anxiety--are undesirable influences because tLev
distort the meaning of test scores. In the SQT program, where everyone has an
opportunity to practice for the test, the effects of test wisdom and test anxiety

are minimized, and the scores are more likely to reflect true levels of competence.

A factor related to test wisdom and test anxiety is the threat that many soldiers
experience when taking tests. The threat may be viewed as having both objective
and subjective components. A major source of objective threat arises from the
fact that SQTs are used to help make personnel decisions that affect careers.

Soldiers who do poorly on SQTs are likely to be penalized, while those who do
well are rewarded. The test then, understandably, poses a threat to many soldiers,
especially those who are marginal performers or who are not familiar with testing,
or who have had negative experiences in school situations.

Subjective components of threat may arise from a variety of circumstances, such

as personal characteristics, prior experience with tests, or from a fear of
being evaluated. The fear of being evaluated may arise because the rules or
basis for the evaluation are not explicit. If soldiers have foreknowledge about
the tasks they will be evaluated on and how the evaluation will be conducted, then
the subjective threat may often be reduced. Prior knowledge about test content
may equalize opportunities for soldiers to demonstrate their true level of job
competence by reducing distortion of test scores arising from subjective threat.

The public nature also has the general effect of increasing the validity of the
tests. By giving all MOS soldiers an equal opportunity to prepare for the tests,
the test scores are more likely to reflect true levels of competence.

Job Performance Standards vs. Personnel Quotas

A criterion-referenced job proficiency test consisting of task-based tests can
be scored in terms of percent of tests correct, which is a direct indicator of
the percentage of job tasks a soldier can perform and, therefore, a direct
measure of level of job competence. The percent of task-based tests correct
can be interpreted because standards are specified. The distribution of scores
is not a relevant consideration in interpreting the meaning of the scores.

For each task in an SQT, two categories of performance are established--qualified
and not qualified. Therefore, SQTs provide GO/NO-GO decisions on task performance.
Soldiers either meet these standards or they do not. The total SQT score is the

sum of all scorable units passed, which provides continuous scores ranging from
all scorable units correct to none, or 100 percent correct to 0 percent correct.
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Current Army policy is that the SQT total score scale is divided into three cate-
gories. The higher passing score, called the Qualification Score, which is set
at 80 percent of the scorable units correct, determines eligibility for award of
the next higher skill level, and therefore eligibility for promotion. Only per-
sons with the appropriate skill level are eligible for promotion. The lower pass-
ing score, called the Verification Score, which is set at 60 percent of the
scorable units correct, determines eligibility to retain the current skill levul.
Soldiers with SQT scores below 60 percent correct may be reclassified to another MOS.

If SQT scores are also used to rank order soldiers, then in most cases the cri-
terion-referenced power of the tests will be reduced or lost entirely. The
following cases illustrate this point:

1. Case 1. If the quotas and number of eligible soldiers are the same, then
the decisions of whether to promote, based on the hurdle, and when to promote,
based on rank order, have the same boundaries and there is no conflict between

quotas and standards.

2. Case 2. If the number of eligibles is less than the quota and the standards
are waived until the quotas are met, then the ran', ordering would be used to decide
both whether and when to promote. Waiving standaris could be equivalent to rank
ordering. If the standards are waived one unit at a time until the quotas are
satisfied, then the effect is to rank order with nb regard to prerequisites. The
waiving could be done in larger units, say, from 80 correct to 60 correct, and
then making the decision of when to promote on the basis of other factors. How
the waiving is accomplished and how the tradeoff between standards and quotas is
achieved are policy decisions. Waiving standards forces an explicit decision
about the tradeoff, whereas the pure rank ordering approach ignores any considera-
tion of standards. On the other hand, if standards are not waived, then the rank
ordering would be used only to decide when to promote. In this case the quotas
would be waived in favor of increased quality.

3. Case 3. If the number of eligibles is greater than the quota, then, de-
pending on how the pool of eligibles becomes replenished, the prerequisite stan-
dards may have varied meaning. If the pool of eligibles is always larger than
the quota, then some soldiers near the cutting score may not be reached and
consequently not promoted. If the pool is exhausted before new soldiers are
added, then these soldiers are assured eventual promotion, and new soldiers
who become eligible are placed into a hold category until the original pool is
exhausted. If the new eligible soldiers are immediately added to the pool, then
there is no assurance that the remaining eligible soldiers from the original
pool will be promoted even though they surpassed the prerequisite standards.

The main point about hurdles vs. rank ordering is that the criterion-referenced
standards may be lost to the rank order unless explicit decisions are made to
retain the standards. Rank ordering lends itself so easily to satisfying quotas
that performance standards may be readily bypassed. The ability to obtain objec-
tive standards of job performance has profound impact on how personnel decisions
can be made. Personnel managers have a choice between using a priori derived
standards, independent of the population taking the test, and using quotas derived
independent of the content of the test. The traditional solution to personnel
decisions is to establish quotas, and then to select individuals until the quotas
are satisfied.
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According to the criterion-referenced test model, levels of performance within

a proficiency category are not discriminated because the criterion levels are
the only points of interest. Continuous scores are available, however, and they
can be used for rank ordering soldiers. Because SQTs can be scored either in
terms of performance categories or as continuous scores, explicit decisions can
be made about which methods or combination of methods to use, and how the scores
will be used in personnel decisions.

As a minimum, SQTs are used to set prerequisites for promotion. As described
above, the prerequisite score is waived to meet quotas if such a policy decision
is made. An immediate question is whether SQT scores should be used to rank
order the pool of soldiers eligible for promotion. To oversimplify the question:
SQTs are now used to determine whether to promote. The question of when to pro-
mote can also be answered on the basis of SQT scores, or can be based on other
factors. (Other factors besides SQT scores do affect promotability, but the
oversimplified version puts the issue in stark relief.)

An unfortunate consequence of using quotas is that performance standards, which
may be used in delineating a quota lim t for one particular point in time, may
not be entirely relevant when applied in another situation. If, for example,
the top 50 percent in a job is eligible for promotion, the job performance of
the eligible group will vary as the soldiers change over the years, as the effec-
tiveness of the training programs changes, or as the relationship between test
content and job requirements changes over time.

A major breakthrough resulting from criterion-referenced SQTs is the availability
of objective information about job competence that can be included in making per-
sonnel decisions. Level of job performance measured by these tests provides an
absolute indication of proficiency that remains relatively constant as long as
jobs remain defined by existing Soldier's Manuals. Performance standards for
personnel decisions can be specified in terms of the percentage of job tasks

soldiers can perform. These standards are external to the test and, therefore,
more powerful statements can be made about the groups that are eligible to be
selected in or out.

Quotas for personnel actions, such as promotion or attendance at a school, are
likely to remain a driving force for personnel management in the foreseeable
future. Rarely, if ever, will the number of soldiers eligible for a personnel
action, based on performance standards, be the same as the required quota. Some
adjustment to the quotas or performance standards, or both, generally will be
required. If quotas are given top priority, then standards are waived; conversely,
if performance is given top priority, then quotas are waived. If both quotas and

performance are waived, say within some prestablished bounds, then a tradeoff
between quality and quantity can be established.

Decision rules about quality vs. quantity can be explicitly stated. If perform-
ance standards are waived, there is a cost in terms of lowered individual per-
formance (quality) in order to obtain sufficient numbers (quantity). If quotas
are waived, there is a gain in individual performance (quality), but insufficient
numbers (quantity) are obtained. By assigning values to units of performance and
shortfalls, the tradeoff between quantity and quality can be calculated. Again,
the tests do not dictate policy about quantity or quality, but they support deci-
sion rules and permit operations not possible without them.
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[he situation becomes more complex when personnel decisions are not based exclu-
sively on test scores, but rather include test scores as one factor in a composite
score. Army personnel actions gene'rally have been based on a composite score,
which is characterized as the whole-man concept. The composites may be governed
by explicit rules to provide objective indices, or the variables may be combined
in a subjective manner by the decision makers. An example of explicit rules
governing the combination of factors is Enlisted Evaluation Scores based on a
weighting of MOS test scores and Enlisted Evaluation Report scores; another ex-
ample is the determination of whether a soldier meets the prerequisites for a
particular job training course, in which aptitude area scores, physical profile,
and perhaps prior training may be considered. An example of subjective combina-
tion of factors is the process followed by a typical selection board that inter-
views soldiers, examines their records, and then arrives at a collective decision.

Criterion-referenced standards require the use of explicit rules for setting the
minimum levels of qualification. If the process of combining scores for the
qualified group is objective, explicit weights are assigned to each variable,
and the contribution of each variable to the component score can be specified.

The assigned weights and the actual weights may or may not be the same. The
actual weight of a factor is determined largely by the variability or range of
scores for that factor. If the range is small, the effect is to add a virtual
constant value to each individual's score, regardless of assigned weight, and
the small differences can have only a small effect on the final rank ordering
of the soldiers. If the combining is based on subjective judgment, then the
weighting of the variables cannot be explicated. In either case, an important
consideration is how the minimum qualifications are treated in determining eligi-
6ility for a personnel action. If the standards do serve to categorize soldiers
inLo qualified and nonqualified groups and the qualified group is then given the
favorable treatment while the nonqualified group is excluded from consideration,
then the criterion-referenced standards are operative. If, however, the minimum
standards can be waived, then the subjective process may easily ignore the stan-
dards, and the net effect may be to lose the power that inheres in criterion-
referenced standards.

The process of combining scores may also be based on successive hurdles. The
use of successive hurdles for combining scores virtually assures that standards
will be maintained. Establishment of the minimum levels of qualifications re-
quires explicit decisions, and any waiving then must also be explicit. An ex-
ample of multiple hurdles is the determination of eligibility for entrance in a
job training course. A minimum aptitude area score is set, and other minimum
prerequisites may also be included in the decision, such as physical profiles,
prior military job training, and high school courses completed. Not all eligible
persons enter a course, but unqualified persons are excluded unless a specific
waiver is applied. The use of hurdles is compatible with criterion-referenced

standards.

SQTs, because of their criterion-referenced properties, permit basing personnel
decisions on objective performance standards. As has been mentioned, technical
feasibility does not necessarily dictate policy, and therefore personnel deci-
sions need not be based on performance standards. However, since the possibility
exists, rational evaluation of the costs and benefits in changing to new personnel
policies can now be accomplished by decision makers.
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I
MAJOR FUTURE PERFORMANCE MEASUREMENT R&D PROBLEMS

The Skill Qualification Testing program is a 'old venture into performance mea-

surement. In this paper some of the potential uses and benefits were discussed.

The speed and urgency with which the program was developed in the Army catapulted

hidden research and methodology issues into the open. As the system is used and
spreads within the Army, data will become available for the first time on a scale

sufficient to address questions and problems which are indubitably central to a

new and radically different approach to performance measurement. Some of the

urgent issues which are within the Army's mission and near future plans are:

1. Establish quantitative, functional relationships among performance mea-

surement, job performance, and mission or system effectivenss.

2. Adapt or invent pertinent metrics and statistics for determining reliability
and validity of performance measures.

3. Develop techniques for job/task analysis specification.

4. Derive criteria for determining task and job criticality.

5. Build a job performance matrix to relate job tasks and behavioral actions

required for performance.

6. Establish scaling methods for determining equivalence of tasks or jobs.

7. Devise valid and economic means for performance sampling.

8. Develop procedures for effectively generating performance measures from

critical job specifications.

9. Determine optimal performance measure fidelity requirements.

10. Standardize observational job performance evaluation.

11. Design appropriate inter-rater reliability measurement techniques and
standards.

12. Design and evaluate performance test rating and scoring methods.

13. Explore applicability of automated test administration technology.

In a word, invent and reduce to practice a new technology for criterion-referenced

performance measurement.
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ABSTRACT

Considerable effort has been and will be expended toward

the development of uiircrew performance measurement systems.
To date, most work has focused on the development of

measures for us in ongoing research programs. The Aero-

space Medical Research Laboratory has developed measures
reflecting human response characteristics which can be

used for the evaluation of advanced weapons systems. The
Human Resources Laboratory has focused efforts on develop-
ing measures of aircrew proficiency which could be used in

both ground-based and airborne envirouments. A major prob-

lem which remains unresolved concerns measurement system
validation. At present there exists no standardized

criteria and procedures for determining the validity of
objectively derived measures. Future efforts will focus

on the development of lreasures which reflect the control

strategy of pilots. It is anticipated that such models

would be useful for future simulation research. A major

effort is also planned for the development and implementa-

tion of objective flight simulator measurement systems for
use in operational training. It is expected that these
efforts will lead to the development of operational air-

borne measurement systems.

INTRODUCTION

The measurement of aircrew performance has become a matter of increased concern
to the operational commands within the Air Force as well as the R&D community.

Researchers have long realized the central importance of an adequate measure-

ment system and the fact that it represents the foundation of all other R&D
efforts. For this reason, considerable effort has been expended toward develop-

ment and validation of aircrew performance measures in support of other research
activities.

It is only recently that the operational environment has come to realize its

need for improved performance measurement capabilities. Perhaps, the greatest
need is to determine if an aircrew can demonstrate accepted levels of proficiency.

The assessment of flying proficiency reflects the degree to which the required

objectives are met and generally specifics ny errors which are committed. The

assessment of aircrvw proficiency is necessary for initial as well as tr;nsition

and continuation training. The necessity of insuring that all aircrews meet

minimum proficiency standards is of critical importance and cannot be over-

emphasized. The requirement for proficiency assessment is applicable to

performance in ground-based training devices/programs, as well as in the
aircraft.
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the abi I ity t L accurately assess prof ic iency is a I,( necessary for the proper
,cs ign of training programs. Since most flying training programs are a ::iXture
of ground-based and airborne instruction, the assessment of proficiency in both
d,!:-ains is ne~essary for the development of an optimum syllabus. The st: essful
ipp lication of the Instructional Systems DeVwelopment (ISD) approach to trainin z
is dependent po adequate assessment. For this reason, emphasis has been pla-ed
'i the development of Criterion Referenced Objectives (CROs) in an attempt to

stanardize t-e. measurement of aircrew performance.

Furthermore. ::ie measurement of aircrew proficiency is necessary to evaluate the
effectiveness of training devices and the program within which they are used.
The purpose of ground-based training is to enhance performance in the aircraft.
The application of the transfer of training methodology as a means of evaluating
the effectiveness of ground-based training is dependent upon aircrew proficiency
assessment. It follows that the certification of flight simulators in terms of
their training effectiveness is also dependent upon an adequate measurement
capability. Even in those cases where ground training is carried out on tasks
which cannot be tested in the air (for reasons of safety), proficiency measures
are required. In this case, performance measures made in the ground-based envi-
ronment become surrogates for airborne measures.

To date, R&D efforts within the Air Force have focused primarily on the develop-
ment of performance measurement capabilities for use in ongoing laboratory
research programs. Only recently has the emphasis begun to shift toward the
development of measurement systems within the operational environment. The
majority of measurement research within the Air Force has been accomplished by
two laboratories, the Aerospace Medical Research Laboratory (AMRL) and the Air
Force human Resources Laboratory (AFHRL). AMRL has emphasized the development
of measures which reflect the effects on advanced weapons systems of human control
and response characteristics. On the other hand, AFHRL has concentrated its
efforts on the development of performance measurement techniques for the evalua-
tion of aircrew performance. In the following sections, major research thrusts
will be discussed and plans for future R&D efforts outlined.

Human Response Measurement for Predicting Weapon System Effectiveness

A continuing area of Air Force emphasis in performance measurement research has
been to develop methods of predicting the effectiveness of advanced weapons sys-
tems by analyzing their interaction with human response and control characteristics.
Work in this area is conducted principally by the Aerospace Medical Research
Laboratory (AMRL) and includes the use of ground-based systems such as a centrifuge-
based Dynamic Environment Simulator, roll and multi-axis tracking simulators, and
other specialized tracking devices for measuring and predicting human response
in various weapons system configurations.

Roth conventional measures, such as RMS tracking error, and more advanced measures
based on describing function and optimal control models of the operator have been
,cveloped and applied for this purpose. An example of the former is a study to
.vest igate human capabilities and potential problems in controlling vectored

rce fighters in which lateral mot 'n is possible independent of other motions
,racteristically associated with conventional maneuvering (Loose, McElreath,
* !')tor, 1976). Measures of vertical and lateral acceleration and tracking

r: and error rates were computed on an air-to-air gunnery task in which
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direct side force control was implemented. Results on such aspects as the

probable amount of training required and the effects of various load factors
on performance with this type of control were compiled for consideration in
aircraft design efforts.

Although conventional measures are useful for supporting some work of this type,
they are often not sufficiently sensitive to reveal information about the source
and cause of many performance differences. For this reason, AMRL's work in per-
formance measurement has included applications of engineering models of the human
in hopes of characterizing subtle aspects of control characteristics that escape
detection using conventional measures. For example, both the optimal control
and describing function models are being applied in ongoing studies to investi-
gate the information provided to an operator by various motion cues (Junker and
Price, 1976; Levison, 1976). Human performance parameters such as leads, lags,
and control gains can be derived through these models to supplement the data
provided by standard measures. These modeling approaches are also being
applied to the evaluation of a high acceleration seat for air combat. In
this case, however, the application is pushing the state-of-the-art because
the models have not yet been fully adapted to use in the multi-input, multi-
output environment of air combat. In accordance with this, future research

thrusts of AMRL will include adaptations of engineering models to more types
of situations typically encountered in the real world.

Performance Measurement fechniques for Assessing Aircrew Proficiency

The objective of past and current research efforts at the Human Resources Labora-
tory has been to develop sensitive, accurate, and reliable techniques for the
assessment of aircrew proficiency in both ground-based and airborne environments.
To date, the primary emphasis has been directed toward the development of a
measurement system for use as a tool in the ongoing laboratory researzh program.
These efforts are summarized in the following sections.

Methodological Considerations. During the late 60's and early 70's, attention
focused on the development of improved, systemized methods of deriving valid per-
ormance measures for aircrew assessment. Without such methods, researchers
tasked with developing measurement systems are forced to either use m~asures
previously developed for other applications or else pursue a lengthy process
involving several iterations of manual selection, test, re-selection, and retest
of candidate measures. The first method cannot be guaranteed to result in optimal
or even satisfactory measures. The second method is equally undesirable because
its success is overly dependent on the ingenuity and patience of the particular
investigator performing the work. A systematic methodology for developing and
testing performance measures would both improve and standardize the quality of
measures for future applications.

Two approaches to measurement development and validation were investigated. They
differ primarily in terms of the order in which various validation tests are
performed and the allocation of research tasks to man and computer. The research
tasks associated with deriving measures include: (1) selecting the specific
measures to be explored, (2) assuring their content validity, and (3) testing
them empirically for other types of validity. The first task can be performed
by either man or computer. The second is most efficiently performed by man,
since it requires standardized processing of large quantities of data.
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In the first approach--termed the empirical approach--the computer is assigned

the task of generating candidate measures and performing empirical validation

tests, followed by manual analysis of results and assurance of the measures'

content validity. In the second--termed the analytical approach--man is assigned
the job of selecting candidate measures and assuring their content validity,

followed by computer tests of the measures for various types of empirical validity.

The first approach (Connelly et al., 1969, 1971, 1974 (a)) places the greatest
research load on the computer and has the advantages of assuring examination of

a broad spectrum of measures and of being potentially applicable across diverse

performance tasks. Its disadvantages stem primarily from the quantity of data

to be processed and the attendant need for efficient computer algorithms to
handle complex tasks never before implemented on a computer. The second approach

(Connelly et al., 1974 (b)) places the greatest research load on the man, and has

the obvious advantages of traditionality and apparent simplicity. It is subject

to limitations on the number and types of measures that can be identified and

explored, as constrained by the ingenuity and available time of the researcher
and the number of measurement problems to be addressed.

Both approaches were formalized and preliminary evaluations performed. Although

airborne data collection problems interfered with the completion of testing,

several distinct accomplishments emerged from these preliminary methodology studies.
With the first approach, which is based on computer generation of candidate

measures, it was shown that resulting measures tend to be considerably more

diagnostic than the traditional error and summary measures and that automatic
" weeding out" of measures lacking empirical validity is feasible. However, a

great deal of researcher interaction with the computerized process was necessary

to make it work due to the newness of the method and lack of several required
computer algorithms. The second approach resulted in a formal method of analyzing

flight maneuvers to identify various segments in which the pilot's primary control

functions involve well-defined and easily measured variables. This led directly

to identification of the types of measures applicable to assessing performance
in each maneuver segment. The basic problem with this approach, that is, its

dependency on the resourcefulness of the researcher, was not resolved. However,
an efficient method was developed for analyzing maneuvers to facilitate to the

greatest extent possible the identification of meaningful candidate measures.

Automated Simulator Measurement. One of the initial problems was to limit

the scope of measurement development activities and to concentrate available
resources on one or more selected areas. The domain of aircrew pr6ficiency

measurement is simply too great to address the entire problem. In selecting a

specific area for measurement development, a number of factors were considered.
First, the device for which an objective performance measurement system was re-

quired was the Advanced Simulator for Pilot Training (ASPT). The ASPT simulates

the Ai Force's primary jet trainer, the T-37B. Since the device represents a
full-mission trainer, it seemed necessary that a measurement capability be

developed for representative tasks for all phases of T-37 training.

The ASPT was designed to be used as a training research tool. Within the train-

ing environment, the primary need for measurement is to assess proficiency. In

keeping with the Instructional Systems Development (ISD) approach to training,

tasks to be learned are defined and evaluated according to their behavioral or

criterion-referenced objectives. Since flying tasks are goal-directed, profi-

ciency should be assessed in terms of the degree to which the specific behavioral

obeLctives are attained. Consequently, the criterion-referenced approach was
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adopted for subsequent measurement development efforts for the ASPT. In other
words, the second approach to measurement development described previously was
pursued.

Despite the emphasis on the analytical development of criterion-referenced
measures, other types of measures seemed to be desirable from a research
standpoint. The most appropriate types of measures for different skill/experience
level combinations are still unknown. For example, criterion-referenced measures
may be sufficient to assess the proficiency lovel of students initially transi-
tioning into an aircraft, but inappropriate for detecting skill degradation in
experienced pilots. Consequently, measures of smoothness as reflected by air-
craft rates and accelerations and measures of control input behavior were
included in the measurement scenarios.

One of the unique capabilities of the ASPT was the preprogramming system whereby
sets of computer instructions could be entered and executed in real-time. This
feature made possible the development of measurement scenarios which could be
used in real-time. Such a system provides immediate knowledge of results as
well as eliminates the need to store data on some medium and later analyze it
using an off-line computer program. Despite these advantages, the real-time
approach demanded that careful attention be given to the precise definition
of the measurement scenarios. Not only must the parameters be specified, but
the rules which determine when the measurements are to begin, how the parameter
data are to be summarized, and when the measurements are to be terminated must
also be defined.

The flight parameters to be sampled were of two types--those reflecting the
state of the aircraft and those reflecting the control inputs of the pilot.
The adopted approach assumed that superior pilot performance could be defined
by: (1) accomplishing specific task objectives as defined by the aircraft state
parameters; (2) avoiding excessive rates and accelerations so that the task is
executed smoothly; and (3) accomplishing these objectives with a minimum degree
of effort. It should be emphasized that these represented hypotheses about
pilot proficiency which would be subject to experimental verification.

At the outset, the decision was made to begin with the simpler flight maneuvers
wherein the criterion-referenced objectives could be most easily defined. If
the approach proved feasible, then the more complex tasks would be attacked.
The first scenario to be developed and implemented was for straight and level
flight. Upon completion, subjects of differing experience levels flew the
scenario while being evaluated by experienced instructor pilots. An analysis
of the data revealed that: (1) the agreement between raters was high; (2) the
objectively derived measures predicted the IP ratings quite well; and (3) the
objective measures discriminated between novice and experienced pilots (Waag
et al., 1975).

Encouraged by these data, scenarios were developed and implemented for additional
Instrument maneuvers--airspeed changes, constant airspeed/rate climbs and descents,
and the steep turn. At this time, development was limited to the instrument
environment since the visual system had not yet been installed on the ASPT.
Upon completion of these scenarios, additional validation data were collected

from which similar findings emerged. The results of these initial validation

attempts supported the three hypotheses regarding superior task performance.
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It soon became apparent that a data management system would be required as a
result of the large number of measures computed for each scenario. Consequently,

a data storage and retrieval system, the Student Data System (SDS), was designed
to be used in conjunction with the automated performance measurement system.
The SDS enabled the storage of all information provided by each measurement
scenario. In addition to the computed measures, identifying information such
as student name, instructor name, mission number, environmental conditions,
etc., could be entered. A provision was also made for entering instructor
ratings as well as commentary upon completion of the maneuver. Retrieval
programs were developed to enable the editing and processing of data directly
from the student files thus eliminating manual data handling. Since its original
development, the SDS has undergone numerous changes and refinements in order to
increase its efficiency.

The development and implementation of measurement scenarios for individual
flight maneuvers has progressed substantially. To date, an automated measure-
ment capability exists for selected tasks in all phases of T-37 training. These
include basic instrument, basic contact, takeoff/approach landings, advanced
instrument, aerobatics, and formation flight skills. The major emphasis is
currently on measurement system validation and refinement. Validation data
except for that previously mentioned, has only been collected in conjunction
with and incidental to other research studies. AiLhough the available data
suggest the validity of these objectively derived measures, there remains a
need for a full-scale evaluation since the available data were collected undel
a wide variety of conditions. An added problem has been the development of a

single score which reflects an overall proficiency level evaluation for each
specific flight task. At present, summary scores are provided for each measure-
ment parameter. The data collected in the ongoing system evaluation should
provide information necessary to develop the required overall total score.

It should be emphasized that measurement development efforts to date have focused
on providing a valid and reliable measurement capability within the research
environment. Considerations of measurement requirements within the operational
training environment have been limited to specific studies in which operational
flight proficiency assessments were required. Despite the availability of
objective performance measurement data on the ASPT, the fact remains that trans-
fer of training studies require an assessment of proficiency in the aircraft.

Automated In-Flight Measurement. Measurement of in-flight pilot performance
is usually accomplished by an instructor pilot who applies a subjective rating
scale and places the student in one of several skill categories. Subjective
rating is largely a matter of judgment and is subject to many sources of unreli-
ability and invalidity. It also places an unnecessary burden on the instructor
who must apply it in-flight and provides no way of assessing solo performance
of students or of pilots transitioning to single seat aircraft. Another major
thrust of Air Force research in the early 70's was to develop improved and
standardized methods of in-flight performance measurement that wouL also free
the instructor pilot from rating tasks that detract from his attention to instruc-
tion and safety.

The particular problem to which these studies were addressed was T-37 pilot per-
formance measurement in the Undergraduate Pilot Training (UPT) program. The

approach was to develop and implement instrumentation for recording T-37 flight
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data; and to develop technology and computer software for automatically measuring
pilot performance using the recorded data. This feasibility study (Knoop and
Welde, 1973) involved an extensive aircraft instrumentation and flight test
program. Twenty-four flight variables including aircraft body axis angles and
rates, altitude, heading, engine data, and control surface deflections, were
recorded at rates of 10 or 100 per second using appropriate sensors and a data
acquisition system which encoded the data in digital form on magnetic tape.
Computer programs were written to automatically compute a number of measures
selected on the basis of their content validity.

Data on two aerobatic maneuvers, the lazy-8 and barrel roll, were collected
using both instructor and student pilots. Various validation tests were applied
to evaluate the candidate measures, and several measures were selected and com-
bined to form summary measures for the two maneuvers. Debriefing charts were

designed for use in pictorially describing the performance of each maneuver and
conveying measures and diagnostic comments to instructors and students.

This study was highly successful in demonstrating the advantages of in-flight
data recording and developing candidate methods of automated measurement based
on the recorded data. It also demonstrated the type of data required for
thorough validation-testing of measures and provided a basis for scoping future
efforts relying on calibration, smoothing, and processing of in-flight data. It
inspired a follow-on study, conducted in 1973-74, in which the aircraft instru-
mentation was improved to extend the recording range and reliability for several
variables and stick-force sensors and a video recorder were added. The instru-
mented aircraft has been used by HRL in several measurement and flight simulation
research programs. The most recent study collected equivalent data in the ASPT
and the aircraft in an attempt to determine the relationship of measured perform-
ance in these two environments.

The Problem of Validation. For most complex tasks, there is no single
necessary and sufficient test that can be applied to candidate measures to
assess their validity. Measures which appear to have concurrent validity may
or may not satisfy other validation criteria, depending on the reliability and
sensitivity of the metric used as a basis of comparison. Therefore, several
validation tests rather than just one must often be designed and applied during
the course of a measurement development effort.

One approach to the validation problem and satisfaction of the need for several
different tests was developed by the Air Force by viewing validation as a screen-
Ing process (Connelly et al., 1974 (a)). The first step of the process screens
out measures of virtually no utility by applying a general test of content
validity. Then three empirical validation tests are applied, each of which is
Increasingly more stringent. One test assesses the measure's potential contri-
bution to discriminating between performances at opposite ends of the skill
continuum (e.g., novice vs. expert pilots). A second test then assesses the
measure's functional relationships with concurrent measures of ;erformance (e.g.,
subjective ratings). Measures that tend to reinforce these concurrent measures
either differentially or ordinally, as the case may be, are considered more
likely to be valid than those which consistently fail to do so. Finally, a

third empirical test assesses the measure's functional relationships with vari-
ables such as number of trials and time in training. A measure which demonstrates
that learning has occurred from novice to experienced levels of performance would

possess a higher likelihood of validity than one which consistently fails to do so.
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The problem of validation, already complicated by the lack of a single, necessary
and sufficient test, is made even more difficult by a lack of standardization of

validation criteria for any one type of test. For example, if a test is to be
applied to determine whether or not a measure correctly indicates that learning
has occurred, there are no guidelines for judging whether or not the measure in
question provides such an indication. Similarly, if a test is to be applied on
whether a measure discriminates between two performance extremes, there is no
single, accepted method of judging whether or not that discrimination exists and
is sufficiently reliable for measurement validation.

Lack of standardized validation tests and systematic methods of applying them to
quantitative performance measures is a serious problem that deserves much more
attention than it has received. However, a more serious problem arises out of
the way in which validation tests are typically conducted. The usual procedure

is to demonstrate how the measures in question are related to some existing cri-
terion of performance. Since an existing criterion is used as a basis for
validation, it is quite difficult to judge whether or not an improvement has
been made. This problem adds to the difficulty of developing improved measure-
ment techniques.

Measurement for Future Simulation Research

As many investigators over the years have observed, one of the first tasks that
should be performed in a measurement development program is to define the purpose
of the measures that are sought. Until that is done, the problem has not been
defined, and an approach cannot be formulated. In the Air Force, there are prin-
cipally four purposes of aircrew performance measures, and ordinarily one of

these purposes is dominant for any given application and drives the attendant
measurement research requirements. These are: (i) assessment of current air-
crew proficiency to evaluate training progress; (2) prediction of performance
on another task or in another machine to identify training requirements or pre-
dict mission success; (3) provide learning feedback; and (4) measurement of
performance to characterize and identify changes in behavior in support of
simulation and training research.

Research devoted to satisfying the first three purposes ot measurement systems
has far exceeded that devoted to the fourth. In addition, measures that satisfy
the first three purposes cannot be assumed to satisfy the fourth. For research
applications, measures are required which are highly sensitive to changes in
skill, which detect and can be used to identify changes in behavior, and which
characterize the manner in which and the extent to which various cues are per-
ceived and used. Only this type of measure can reveal the true effects of
different simulator techniques on the behaviors and strategies carried forward
for use in the operational aircraft. Research on measures suitable for research
applications is sorely in need. It is a well known but often neglected fact
that in human learning and performance research, the nature (' the proficiency
measures used is as important in determining the results obtained as the indepen-
dent variables employed (Bahrick, Fitts, and Briggs, 1957).

One plan of attack being pursued by HRL is to apply human operator modeling
concepts to the problem. Often, the most concise way to represent a set of
data is to model the process that generated it. If modeling techniques were

applied to human performance measurement, it is conceivable that an optimally

concise set of measures could be produced from the model itself. If the model
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were carefully formulated and validated, measures derived from it would charac-
terize human behavior rather than the effect of that behavior on system response;
and they could be made to include the impact of various cues and the way they arc
perceived, interpreted, and applied.

A recently completed survey effort conducted by HRL (to be published as an AFHRL
Technical Report) revealed that previous human operator modeling efforts have
often emphasized matching human response with model response and have failed to
insure that the modeling method is in harmony with known human performance

characteristics. In other words, the content validity of the model itself has
not been assured. In addition, existing models have been oriented toward re-
producing the average performance of highly skilled, highly motivated operators
without regard to novice or intermediate performers. Finally, models of the

past and present have not yet successfully i corporated the use of multiple

cues from various sources (visual, proprioceptive, kinesthetic) and have placed
too little emphasis on behavior, strategy, and learning and too much on perform-
ance as represented, for example, by RMS error. Efforts are underway in HRL to
derive a suitable model of control.strategy development and learning for use in
measurement for simulation research. Although concepts represented by existing
models are being applied wherever possible, the bottom line of the work is to
assure that known or accepted theories of human performance constitute the major
driving force for model development.

Measurement for Future Operational Flight TrainingSystems

Within the Air Force, there has occurred an increased emphasis on flight simulation
training primarily as a result of spiraling aircraft operating costs. In order
to document the effectiveness and efficiency of the simulator training syllabus,
it is desirable to quantitatively assess aircrew proficiency both in the simulator
and the aircraft. Once a measurement capability exists, it is possible to pre-

cisely determine the effects of changes in the syllabus of instruction, and,
therefore, optimize the flight simulation and aircraft training programs. Such
a system would also allow the precise definition of proficiency requirements.
In this manner, the flying training manager could more readily control the quality
of graduates from his training programs.

The development of objective performance assessment capabilities for operational
flight training systems will most likely proceed 4n two phases. The first phase
will focus on the implementation of measurement systems within the flight simu-
lation environment while the second will focus on the aircraft. There are
definite advantages in accomplishing the initial development efforts in the
simulator. Since the simulation environment can be precisely controlled, tile
development and validation of assessment algorithms can readily be accomplished.
Likewise, the flight simulator provides access to all control input and aircraft
state parameters whereas the number of parameters sampled in the aircraft environ-
ment is usually limited. Selecting the most critical parameters based on siriu-
lation data should save time and reduce costs in the development of an airborne
measurement system.

Within the near term future, HRL plans to initiate a 5-year program for the
development and installation of objective performance assessment systems in
selected flight simulators. The program will have three major thrusts. First,
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an automated performance measurement system will be developed and implemented
for selected simulation systems. Since continuous performance monitoring is
impractical, the goal is the development of one or more automated simulator
checkrides which could be used in an analogous manner as an aircraft checkride.

A second major thrust will be an evaluation of the utility of automated perform-
ance measurement in operational training. First, the correspondence between
measured performance in the simulator and aircraft will be determined. The
prediction of performance in the aircraft from performance in the simulator is
viewed to be a major potential benefit of the program. Second, the measurement
system would be evaluated according to the usefulness of the feedback provided
to the student and instructor. And third, it would be evaluated according to
the usefulness of the information provided to the syllabus designers.

A third major thrust will be the development of a set of functional specifications
for the inclusion of a performance measurement capability for future generation
devices. It is expected that requirements would also be generated for the
development of retrofit capabilities for existing simulation systems.

Several criteria have been established for the selection of simulation systems
for which a measurement capability would be developed. First, it is desirable
that the systems represent a broad range of aircraft types and missions. Given
the limited resources, it is important that the results be as generalizable as
possible. Furthermore, the simulation systems, per se, should represent differ-
ent levels of "state-of-the-art." At least one system should require a retrofit,
while another should be able to support the implementation of the measurement
system using existing hardware. Where possible, it seemed that the selected
systems should build upon existing technology.

The focus of the 5-year program just described is the development of objective
proficiency assessment systems for flight simulation. Nevertheless, pilots are

trained to fly aircraft, and it is this environment for which objective profici-
ency assessment techniques are ultimately needed. It is anticipated that the
long range performance measurement efforts will be directed toward providing
this capability in the aircraft. The successful development and implementation
of objective assessment in the simulation environment should pave the way for
airborne performance measurement.
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ABSTRACT

The basic problem with performance testing in exotic
environments is the general unwillingness of investiga-

tors to take the time to standardize a test battery.
Many other problems exist and are obvious to all who
have tried to measure performance under usual and un-

usual environmental conditions. It is the purpose of
this paper to set forth some of the problems that have
grown out of our experiences and which we feel have not

been extensively commented upon in the research litera-

ture, and also to describe our plan for solution.

Preface

The present plan is a simple one: The literature will be searched for human per-
formance tasks which have been shown to degrade under motion (vibration and ship
motion), during thermal exposure, and under pressure. The performances that
meet these first criteria will be categorized as cognitive (decision making, in-
formation processing, judgment), motor (tracking, r-eaching), etc., and a taxonomy
of performances will be developed. Additionally, each performance task will be
evaluated in the following way: 20 subjects will be tested 10 times (5 days/
week for 2 weeks) to determine three types of reliability: internal consistency,

the accuracy and sensitivity to separate individuals, and the stability of this
accuracy and sensitivity over repeated testing. Performances on these tas.ks will

be compared to scores on other tests of mental functions. Progress to date will
be reported.

The National Aeronautics and Space Administration, the Advanced Research Project
Agency, the Navy (via the Office of Naval Research), and the Bureau of Medicine
and Surgery have funded several studies (see Kennedy, 1977 for a review) which
have nearly all made very similar points regarding the standardization of a per-
formance test battery for assessment of environmental stressors. In the main,

test hattPries have been proposed, partIcularly factor analyzed batteries, but
rarely have normative data been collected and never have practice effects been
studied effectively.

The original title for the present paper was very broad and included all Navy
R & D concerning performance. We intend, however, merely to present how the
Naval Aerospace Medical Research Liboratory Detachment plans to research the
general area, with specific application to our interests in the effects of ship
motion or performance. It should be noted that, in addition to the human per-
formance R & D already presented at this symposium by various members of the Navy
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Personnel Research and Development Center, complementary programs also exist

within the Engineering Psychology Programs of the Office of Naval Research and
within the Human Effectiveness Programs of the Naval Medical Research and Develop-

ment Command.

INTRODUCTION

Casual observation over several years of performance testing and a comprehensive

reading of over 400 "human performance studies" in hyperbaria (see Bachrach &
Kennedy, 1977, for a review) suggest that there is a need for future studies

into the standardization of a human performance test battery.

In our opinion, the persons who initiated the experiments requiring performance

testing in exotic environments were generally persons who became involved orig-
inally because of a primary interest in the environment rather than in the per-

formance. (Within "environment" we include unusual sensory stimulations, drugs,

fatigue, and even learning, as well as motion sickness, hyperbaria, etc.) Thus,
we feel that, frequently, several criteria were employed (often trading back and
forth among them) in the selection of tasks for inclusion in a battery to be

assembled. These criteria have included the following:

1. Literature findings that were recollected, probably because the results

of tests were unusual.

2. What colleagues and friends had done.

3. What demonstration experiments were performed in experimental psychology
laboratory during their student days.

4. Chapter headings in Woodworth and Schlosberg (1954) and other standard

texts.

5. Equipment left behind in the storage room of the laboratory by their
predecessors.

6. That which could be quickly and easily assembled from clever ideas, (the

so-called toy gadget approach).

7. Stock items from apparatus companies.

8. Logistic limitations forced by the environment or project (e.g., small,

inexpensive, no tubes, portable, nonmagnetic, self-scored, no sparks, self-
administered, battery powered, and rugged).

9. Similar to the work done by real-world persons.

10. A relatively basic kind of skill is involved; that is, learning theoret-

ically SHOULD be able to be accomplished quickly.

11. Less often, performances could be expected to be disrupted on the task

in this environment.
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We believe that the criteria listed above have been ei, ployed often enough to
assemble batteries s, that these criteria art worth citing, it should also be
noted, however, that, typically, a test battery was generally an ad hoc responsk

to the imminent availability of an environmental condition, whether the environ-
ment was a hurricane (Kennedy, Moreney, Bale, Gregoiru, & Smith, 1970), a rototiln
room (Guedrv, Kennedy, Harris, & Craybtel, 19o4; Frcgly & Kennedy, 1965; Kennedy,
Tolhurst & Graybiel, ;965), or a deep dive. Tius, long-range planning frequently

is not possible. In unuary, it is felt that perform.ance tkest batLeries are
often assembled for largely practical reasc s, ',n short not ice, by persons wIhose
major interest is not perfcrmance testing. To alleviate these prohlems we have
combined, in tabular form, what we consider the traditional, important criteria
for test construction along with the practical aspects concerning operational

performance assessment. These criteria are summarized in Tables I -- 4. In addi-
tion, other problems with performance test battery consLruction exist.

1. What performance tests are_ designed to measure

Although this distinction is not generally made, it is implicit that perform-

ance testing is undertaken for two main purposes: first, io be able to make

some statement about the integrity of the organism, and second, to determine
whether an environment interacts with an organism's ability to do a particular

kind of work (cf. Table 3). In this paper, the first purpose will be called
"CNS status," and the second, "effectiveness of a system's output." Exfamples
of tests designed for the former purpose include reaction time, digit span,

tremor, electroencephalogram, speed of tapping, and CFF. Examples of the latter
include an underwater pipe puzzle, a soi.ar monitoring task, Morse code tests,
and speech intelligibility tasks. Frequently, both types of tasks are included

in a single experiment into the environment's cffect on man and without regard
to the distinction made above. The advantage of the latter approach is that Lhe
system's concept is used and the translation to real-activities is direct. (Also,

subject cooperation is usually better.) The nisadvantage is that no general

principles are adduced and the application of the findings holds only for the
stimulus condition employed. For instance, tracking studies with CRT displays

have been conducted for many years and very few general rules have resulted
(Adams, 1961). The major disadvantage of the first approach (index of an orga-

nism's integrity) is that they depend heavily upon the knowledge of the vnliditv

of the task. If only face validity is available, other considerations (money,

size, apparatus, and availability) must be used to justify inclusion. If face

validity is not evident, then justification is very tenuous.

The distinction made between these two strategies is subtle, but it is also real,
and its existence complicates the results of many studies. This is chiefly due
to the fact that the two approaches require different research philosophies,
although the ultimate aim of both approaches is similar: namely, yrediction

(i.e., an abiiity to account for 100 percent of the variance).

The first approach comes directly from experimental psychology and usually fol-
lows an analysis of variance model. Thus, the numerous tests in a test batt ry
are designed to sample all of the skills (factors) of the organism. The Impli-

cation is that, if the full range of human abilities is tested, one can general-

Ize the findings and apply them to other circumstances (e.g., subjects, treat-

ments, etc.). This approach depends heavily upon followinp the principles of 1t
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construction: (1) norms, (2) reliabilities, (3) validities, (4) factors tested,
(5) effects of practice, and (6) individual differences. If all these princi-
ples were satisfactorily fulfilled, it would be possible to employ the test in
an exotic environment and account for all the main effects of such an environ-
ment on human performance. For example, if it were known that hand dynamometry
correlated perfectly with all other kinds of voluntary skeletal muscle output,
and the Harvard Step Test (Kennedy & Hutchins, 1971) with all cardiac muscle
output, then it would not be necessary to use other tests of these functions.
The difficulty, of course, is that neither of these tests correlates sufficiently.
Additionally, other "more psychomotor" tasks are even less clear-cut with regard
to what they are measuring (i.e., validities). However, the problem does not end
here. Reliabilities of a test battery--any test battery--are not completely
known. No norms (expected values) are available on a sizable population, par-
ticularly when practice effects are concerned. However, factor analyses studies
(e.g., those of Fleischman) have been completed for some samples.

I

The second approach is in vogue more now than previously, probably because it
emphasizes a systems approach. The statistical model employed is correlation,
and in general, single factor studies are conducted. The overall plan is to
replicate real-world work and to do it under controlled conditions. The second
approach does not depend upon the validity of the task as heavily as the first
method, since it, itself, is the work. However, the characteristics of the sub-
jects are critical. It is important, and usually essential, that the subjects
be the same kind of people as the real-world workers toward whom the data will
be applied. The shortcoming of this strategy is also its chief advantage: the
application of the findings from such studies is specific and immediate, but
sometimes it is so specific that generalization within the same environment,
but with slight differences, may not be possible.

2. Two experimental paradigms

There are two main ways in which to study the effects of the environment on a
subject's ability to do work. The first (most often used) uses the subject as
his own control and generally follows a pre-, per- and post- paradigm. In the
pretest, the subject is practiced on all the tests to be employed in order to
arrive at a learning plateau. Then he is placed in the experimental situation
to see whether or not it disrupts performance. Posttesting is used to monitor
recovery effects, if there are any. There are many problems with this approach.
Chiefly, psychomotor performance almost never arrives at a plateau. This is
discussed in more detail later in this paper. Asymptotes occasionally are ob-
tained, but these, too, are infrequent. Even on tests where one would expect
practice to be accomplished quickly (e.g., reaction time, CFF, tracking visual
acuity),2 the environment itself occasionally causes certain tests to be per-
formed less well while standing during rotation, and is probably also measuring

1Sinbad (1969) is based on these studies and, when standardized, may be
used to obviate some of the problems mentioned above.

2The use of signal detection theory (Swet, Tanner, & Birdsall, 1961) as
a methodology may be helpful here, but as we all know from the way the 100-yard
dash record is continually broken, it is not just a criterion problem. Stated
differently, a knowledge of sensory sensitivity, d' (d-prime) separated from
the subject's criterion (beta) would refine present knowledge, but d', even
carefully and prudently measured, may change with practice.
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I
body sway (Graylliel, Kennedy, Knoblock, Cuedry, Mertz, McLeod, Colehour, Miller,

& Fregly, 1965). This point will also be discussed later. Post-effects also
present difficulties since motivation changes (e.g., end spurt in vigilance)
usually attend the imminent completion of an experiment.

The alternative approach: to test "just before" and "just after" tie environ-
mental exposure (say a 12-hour overwater ASW flight) has its own problems;

namely, the experimenter feels that it is necessary to be aware of the status
of the subject during the exposure. If the testing is short (e.g., hand dyna-
mometry), it can be influenced by the bias of a subject and summoning efforts
for a "one-shot-deal" so that, often, changes are not obtained even though the

subject is frankly tired. If the testing period is long (e.g., treadmill), it
can contribute to the fatigue. In addition, lengthy posttests are often unfair
to the subject.

3. Assessment of input-integrator-output circuits

The general form of psychological experimentation follows an S-R paradigm, or
SOR, where 0 is for organism (Graham, 1951). Performance testing employs this
paradigm particularly when "CNS status" type experiments are conducted. Typi-
cally, in these studies the experimenter is mainly interested in whether his
treatment (drugs, hypoxia, confinement, magnetic fields) produces any CNS change.
So, a stimulus is presented and the outpu- of the organism is monitored for
changes. Fr-equently, however, due account is not taken as to whether the stim-
ulus was adequately received by the receptor (retina, ear, hair cells, etc.) then
properly delivered along that nerve pathway; also, whether the output (muscle)
pathway is similarly unaffected. For example, during acceleration stress, the
lack of oxygen to the retina indicates that signals are not adequately received
at the receptor site. This also occurs with the differences obtained in visual
performance underwater. The physical conduction of light in air versus water
may account for these differences -- most likely the visual signal is just not
delivered to the receptor in water as well as in air, so one would not posit
CNS changes underwater to account for the poorer visual acuity obtained. At the
other end of the nerve-muscle circuit, changes in four-choice reaction time done
underwater clearly have the f.iction of water on the one hand to slow down per-
formance as well as the possible other effects of compression and mixed gases
and so, probably, CNS changes cannot adequately be assessed with this task. So,
too, past pointing underwater may be different: not because of central involve-
ment, but because of inertial differences on the arm. This is not to imply that
such studies should not be undertaken, rather, it behooves the experimenter to
indicate where possible which part of the OSR circuit he is testing. Therefore,
one must know about the transmission characteristics of light, the dependency
of the retina on oxygen, and the viscosity and buoyancy characteristics of water.
However, if such tasks are included in batteries that have other tests, (the
intention of which is to tap the state of the CNS) when all results are reported
together, there is confusion.

It would be useful to other investigators if results of experiments were reported
relative to that part of the circuit which is being tested. This cannot be done
in all cases, but it is possible to improve present reporting practices. Per-
haps if we intellectually remove the known physical environmental effects from the

periphery (nerve and muscle), we may be left with the finding that motivation
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and the partial pressure of oxygen in the brain are the chief contributors to
performance decrement under all conditions. The above criticism does not apply
to the "systems output" type of studies which take no position regarding where
in the circuit the problem occurs. Rather, their sole purpose is to determine
whether an interaction of environmental condition occurs on people doing work.
It is proposed that "CNS status" be used as a term to be contracted with "input/
output quality" types of studies, whereby the former would deal with throughput
changes due to the environment and the latter would address the physical aspects
of the environment on man.

4. Practice effects

In a significant but not widely referenced paper, Bradley (1962) reported the
persistence of sequence effects during psychomotor testing. Virtually all who
study performance over many sessions have obtained similar findings. As was

mentioned earlier, the investigator usually performs baseline pretesting before
placing the subjects in the environment. Often, many trials are given (in one
study, 7 days of testing) in an effort to have performance asymptotic "so that

the pimple on the line can be more easily seen." 3 What is usually obtained is
the well-known learning curve, which may, but does not always, asymptote. The
problem with this approach is obvious, but there is another less obvious problem;
that is, performance on a task after many trials is probably no longer an index
of the same activity or place in the CNS that it was initially.

Studies by Ades and Raab, 1949, on the Kluver Bucy Syndrome (cited in Bachrach
and Kennedy, 1977) illustrate the latter point where animals with certain portions
of their brains removed were able to perform a visual discrimination task about
as well as unoperated animals; however a simularly operated group was never able
to learn this task.

Moreover, it is well known from the learning literature that, with extended
practice, subjects overlearn, and when something is overlearned, it becomes
more resistant to extinction. Therefore, for performance tasting in exotic
environments, if intensive practice is given on the tests prior to their use
in the experimental environment, two factors appear inevitable: (1) the work
is not an index of what it was at first, and (2) disruption of performance be-
comes very difficult. An example of this is as follows: move the index (first)
and ring (third) fingers preferred hand together with the palms resting on a
flat surface. Then move the second and fourth fingers together. Then, alternate
1 and 3, then 2 and 4, etc. Everyone can do this work, but it requires far more
concentration for the average person than for a person who frequently plays the
piano. The investigators believe that control for this activity is exerted high
in the cortex for nonpianists, but has perhaps been shunted to a lower center in
the CNS in practiced pianists. If the above is similar to what occurs in per-
formance testing studies, the implications are obvious.

Because of the problems listed above, the following approach is planned: We

feel that the approach is innovative, but it will draw heavily on the research
literature for the initial selection of tests to be included for further study.

3Radloff, 1971, personal communication.
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Those tests will be selected from the literature that meet criteria in one of
the following areas: (1) Jemonstrated sensitivity to either thermal, motion,
or hyperbaric environments by exhibiting degraded performanceb, (2) diagnostic

* capability (i.e., brain-damaged individuals have been found to perform differ-
ently from a normal population), and (3) mea-,urement capability of a rc-ur
of human informition processing. After initial selection of the tests, tht most
promising will be subjected to further tests. The test and equipment attrilttes
of each test will be viewed from the standpoint of the following factors
in general order of importance: (1) reliability (e.g., test-retest, altriiat.
form, between and within administrations), (2) validity (e.g., predictive, cen-
text, construct, diagnostic-concurrent, fact), (3) other practical test factors
(range of capability levels covered, sensitivity, transportability, efficiency),
(4) equipment factors (e.g., availability, equipment reliability, transformabil-
ity, safety, economy). Those tests that demonstrate a high level of adequacy on
the above criteria will comprise an experimental battery. Performances un this
battery will be compared to performances on a factor pure (e.g., Sinbad) bIttery
to determine uniqueness of factors. Paper and pencil tests of cognitive func-
tions (e.g., Bender-Gestalt, Guillford-Zimmerman) as well as well-standardized
intelligence tests (e.g., Wais, Ravens, Stanford-Binet, Reitan, Halstead,
Wunderlich) will be administered to this same population to further delineate
and validate the factors obtained.

The first test that we have selected for further study is the so-called Beeper
reviewed by Kennedy and Bruns (1975). The reasons for selecting this test orig-
inate partly from the literature review and partly from the study of acceleration
stress by the NAS/NRC Committee on Bio-Astronautics, who convened a working group
headed by Robert Galambos to discuss and report on principles and problems of
performance testing. Using criteria based largely on earlier suggestions of
Broadbent (1953), a performance test battery was proposed that would have gen-
eral and specific applications.

We looked into Broadbent's report for ideas relative to the common problems of
motion and acceleration stress and of exotic environments in general. Recom-
mendations were also included for the use of tasks which are: "(a) work paced;
(b) require vigilance; (c) over a long period of time; and (d) during which
there is uncertainty in the stimulus display" (p. 22):

1. Laboratory norms on six different versions of this task for each of the
approximately 100 college graduate males are available, as well as relationships
to personality and other subject variables (e.g., hours of sleep) for these
persons.

2. Neurophysiological correlates (vestibular nystagmus) of performance were
shown.

3. Practice effects appear small on the three-channel auditory version and
are known for the three-channel visual version.

4. The test can be group-administered.

5. It is relatively simple and inexpensive to construct.

6. There are many possibilities for constructing alternate forms.1
399 ..



7. Task difficulty can be controlled largely by instructions.

8. Latency of response within broad limits (namely, 1-2 seconds) is gen-
erally not a factor and so the task can appropriately be used even when environ-
mental variables can interact physically with response speed (e.g., underwater).

9. Stimulus recording is binary and therefore is mechanically simple. Fur-
ther, the regularity of the stimuli makes a scoring relatively easy and relatively
independent of where on the magnetic tape a session begins.

10. Proportion measures are essentially linear (R .95) with absolute measures
(namely, hits) and, therefore, direct comparisons can be made over different
tasks.

11. Unlike many other vigilance tasks, many signals and responses occur and
so individual time-line analyses are possible.

12. The results suggest that performance on forms of this task may be
age-related.

The approach we have utilized includes the daily administration (15 minutes) of
the Beeper for 2 weeks to study the reliability of the test in three ways:
internal consistency, the accuracy and sensitivity to separate individuals, and
stability of this accuracy and sensitivity over repeated testings.

We feel that this approach will serve as a model for future tasks to be included

in our battery. At this writing, data are being collected, however the study is
not completed. These results should be available at the meeting in October.
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